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Simulated Experiment

How can we estimate flow/proliferation/death rates?How can we estimate flow/proliferation/death rates?

Demonstrate full cycle of fitting model to data to estimate parameters

BrdU withdrawn

Parameters used to create synthetic data

s = 0.003 per hour

p = 0.01 per hour

d = p + s (to achieve steady state)

Random noise added to each data point
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How much confidence to put in estimate?

Estimate uncertainty given limited number of experimental observationsEstimate uncertainty given limited number of experimental observations

Construct confidence intervals for model parameters

Parameter estimates

s = 0.002 per hour

p = 0.01 per hour



D(o)

D(1)

D(2)

D(3)

• Fitting D(o) yields estimated model parameters a(o)
• Other experiments could have resulted in data sets D(1), D(2), etc. 

which would have yielded model parameters a(1), a(2), etc.

• True parameters are statistically 
realized as measured data set D(o)

from Numerical Recipes online

Estimate probability distribution of a(i) - atrue without knowing atrueEstimate probability distribution of a(i) - atrue without knowing atrue

Accuracy of Estimated Model Parameters
Underlying true set of model parameters (atrue) known to 

Mother Nature but hidden from the experimenter
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Monte Carlo Simulation of 
Synthetic Data Sets

from Numerical Recipes online

• Assume that if a(0) is a 
reasonable estimate of 
atrue, then the distribution
of a(j)-a(0) should be similar to that of a(j)-atrue

• With the assumed a(0), and some understanding of the 
characteristics of the measurement noise, we  can generate 
“synthetic data sets” DS

(1), DS
(2),…      at the same xi

values as the actual data set, D(0), that have the same 
relationship to a(0) as D(0) has to atrue

• For each DS
(j), perform a model fit to obtain corresponding 

aS
(j), yielding one point aS

(j)- a(0) for simulating the desired 
M-dimensional probability distribution.  This is a very 
powerful technique!!

2-parameter probability distribution for 
1,000 Monte Carlo simulations

(Costa, Kleinstein and Hershberg, Sci Signal. 2011)



The Bootstrap Method

• If don’t know enough about the measurement errors (i.e. cannot even say they 
are normally distributed) so Monte Carlo simulation cannot be used.

• Bootstrap Method uses actual data set D(o), with its N data points, to generate 
synthetic data sets DS

(1), DS
(2),… also with N data points.

• Randomly select N data points from D(o) with replacement, which makes DS
(j)

differ from D(o) with a fraction of the original points replaced by duplicated
original points.

• Fitting the DS
(j) data yields model parameter sets aS

(j) using actual 
measurement noise.

63

Estimating generalization error based on “resampling”:
Randomly draw datasets with replacement from training data

If sample is good approximation of population, bootstrap method will provide 
good approximation of sampling distribution of original statistic.

If sample is good approximation of population, bootstrap method will provide 
good approximation of sampling distribution of original statistic.



Bootstrap Methods
Randomly draw datasets with replacement from training data

If sample is good approximation of population, bootstrap method will provide 
good approximation of sampling distribution of original statistic.

If sample is good approximation of population, bootstrap method will provide 
good approximation of sampling distribution of original statistic.

• D = [3.0, 2.8, 3.7, 3.4, 3.5] → average = 3.28
• Bootstrap samples DN could be:

– [2.8, 3.4, 3.7, 3.4, 3.5] → 3.36
– [3.5, 3.0, 3.4, 2.8, 3.7] → 3.28
– [3.5, 3.5, 3.4, 3.0, 2.8] → 3.24
– ...

3.28



Bootstrapping Parameter Confidence Intervals

Bootstrapping observations also possible – asymptotically equivalentBootstrapping observations also possible – asymptotically equivalent

1) Fit model to data to obtain parameter estimates 
2) Draw a bootstrap sample of the residuals (Fixed-X Bootstrapping)
3) Create bootstrap sample of observations by adding randomly sampled 

residual to predicted value of each observation
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Bootstrapping Parameter Confidence Intervals

May not have correct coverage when sampling distribution skewedMay not have correct coverage when sampling distribution skewed

Three commonly used methods: 1. Normal Theory Intervals, 2. Percentile 
Intervals, 3. Bias Corrected Percentile Intervals

Contains 95% of the estimates
Calculate the parameter for each 
bootstrap sample and select  (e.g., 0.05)

LCL =  /2th percentile.

UCL = (1-/2)th percentile.

Use MATLAB’s prctile function:
= prctile(bootstrap estimates, 0.025)

Parameter estimates for synthetic data
Estimate of s = 0.0017 [0.0009,0.0030]
Estimate of p = 0.0099 [0.0095,0.0100] 0.009 0.0095 0.01 0.0105 0.011 0.0115 0.012
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Practical reference for these kinds of methods

Free NR versions online at http://www.nr.com/oldverswitcher.htmlFree NR versions online at http://www.nr.com/oldverswitcher.html

Numerical Recipes: 
Includes source code for integration, optimization, etc.



Hepatitis C Viral Dynamics and Interferon- Therapy

How does interferon therapy work?How does interferon therapy work?

Modeling 23 patients during 14 days of therapy (daily doses)

Viral loads exhibit short 
delay followed by biphasic 

decline in viral load



Model of Hepatitis C Viral Dynamics

Before therapy, virus load is approximately constantBefore therapy, virus load is approximately constant

Includes virus along with target (T) and infected (I) cells

Target Cells

Infected Cells

Virus (HCV RNA)



?

?



Model of Interferon- Therapy

Therapy can reduce the rate of infection, or production of virionsTherapy can reduce the rate of infection, or production of virions

Includes virus along with target (T) and infected (I) cells

Target Cells

Infected Cells

Virus (HCV RNA)

X

X



Hepatitis C Viral Dynamics and Interferon- Therapy

Average virion production rate of 1.3x1012 virions per dayAverage virion production rate of 1.3x1012 virions per day

Modeling 23 patients during 14 days of therapy (daily doses)



Hepatitis C Viral Dynamics and Interferon- Therapy

Patients with undetectable HCV after 3 months of therapy 
(filled symbols) had significantly faster cell death rates

Patients with undetectable HCV after 3 months of therapy 
(filled symbols) had significantly faster cell death rates

Modeling 23 patients during 14 days of therapy (daily doses)

Suggests immune 
control has 

important role in 
lowering viral load



Major impact on understanding HIV/AIDS

Viral dynamics applied to a wide variety of systemsViral dynamics applied to a wide variety of systems

HIV-I protease inhibitor given to twenty infected patients in order to 
perturb the balance between virus production and clearance.



The SIR Model of Epidemics
Model for many infectious diseases including measles

Other versions allow recovered individual to be re-infectedOther versions allow recovered individual to be re-infected
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The basic reproductive ratio: R0
average number of secondary cases caused by an infectious 

individual in a totally susceptible population

R0 indicates whether population at risk from diseaseR0 indicates whether population at risk from disease

0 (0)R S


 

R0 < 1: disease dies out
R0 > 1: disease can invade

Susceptible
Infectious



ODEs are deterministic
Predicts epidemic even with non-zero chance that disease dies out

Simulate using stochastic approach – Gillepsie MethodSimulate using stochastic approach – Gillepsie Method



Simulating Stochastic Models
How can we generate random number stream(s)?

Be careful on computer clusters (streams can be correlated)Be careful on computer clusters (streams can be correlated)

1955



Pseudo-Random Number Generators (PRNGs)
Starting with the same seed will give you equivalent stream

Be careful on computer clusters (streams can be correlated)Be careful on computer clusters (streams can be correlated)

Uniform deviates: [0,1)
Linear congruential generator

I0 is the seed (common to use system clock)

Fast, but sequential calls can be 
correlated, so not used much

Better approach
Mersenne Twister
(period 219937-1)

Period: time before stream repeats itself 
(maximum m)

j+1 jI = 3I +7 (mod 10)

Produces: 6,5,2,3



Simulating from other distributions
Transformation Method: indefinite integral of p(y) must be known and invertible

Methods based on underlying ability to generate uniform distributionsMethods based on underlying ability to generate uniform distributions

 1Exponential(α) =  - ln Uniform(0,1)
α

Transformation to generate exponential distribution (Poisson process)



Boolean Network Models
Qualitative approach

Can be useful where kinetic parameters are not sufficiently known

Often matches biological intuition: eg, genes are on/off.Often matches biological intuition: eg, genes are on/off.

• A directed graph (network)
• Nodes represent the elements of a system
• Edges represent regulatory relationships between elements

• Nodes characterized by True/False state
• Network with N nodes will have 2N possible states

• As time passes, node state determined by the states of 
neighbors, through a rule called a transfer function
• Eg,  logical function using the operators NOT, AND, OR
• Output of transfer function determines state of the node



Boolean Network Models
Qualitative approach

Can be useful where kinetic parameters are not sufficiently known

Easy to model combinatorial regulatory relationshipsEasy to model combinatorial regulatory relationships

(Thakar and Alberta, 2010)

time is discrete, 
specifying instances in 
which the state of the 

nodes may change



Boolean Interaction Network of Immune Response
Can be useful where kinetic parameters are not sufficiently known

Future states of each node decided by transition rules using Boolean operatorsFuture states of each node decided by transition rules using Boolean operators

Thakar J., et.al. (2007) PloS CB



Cytokines with similar
functions are grouped 

together

Cells with unique functions
are incorporated as nodes

Bacteria expressing
generic virulence 

factors

Nodes encompass related functions

Thakar J., et.al. (2007) PloS CB



ODEs Neglect Spatial Structure
Several approaches to including spatial effects

“Right” approach depends on question, and available data“Right” approach depends on question, and available data

• Partial Differential Equations (PDEs)
• Allows quantities to vary over both space and time
• Continuous and deterministic

• Compartment Modeling
• Compartments assumed to be well-mixed
• Elements present in each compartment tracked using ODEs.
• ODEs incorporate coupling between compartments

• Agent-Based Modeling (ABM)
• object-oriented, discrete-event, rule-based, stochastic
• views system as an aggregation of components (agents) that 

follow intrinsic rules of behavior (agent-rules)



Cellular Automata Models
A regular grid of cells, each in one of a finite number of states

A new generation is created (advancing t by 1), according to some fixed rule 
(generally, a mathematical function) that determines the new state of each cell in 

terms of the current state of the cell and the states of the cells in its neighborhood.

A new generation is created (advancing t by 1), according to some fixed rule 
(generally, a mathematical function) that determines the new state of each cell in 

terms of the current state of the cell and the states of the cells in its neighborhood.

Gosper's Glider Gun 

(John Parkinson)



Agent-based Models (ABMs): IMMSIM
Individual cells given unique properties: receptors and internal state

study immune receptor signal–based cellular behavior with a bit-string 
representation for receptor specificities

study immune receptor signal–based cellular behavior with a bit-string 
representation for receptor specificities

(Kohler et al, 2000)



Detailed spatial pattern formation
Realistic models of cell diffusion and response to chemokines

New intravital imaging techniques provide underlying dataNew intravital imaging techniques provide underlying data



Range of Current Modeling Frameworks
Various types of computational models can be built

Each method has advantages and limitations – no one right approach.Each method has advantages and limitations – no one right approach.

(Germain et al, 2010)



Interchange format for computer models
XML encoding: wide variety of models can be described

Still, most researchers develop models from scratch for every projectStill, most researchers develop models from scratch for every project

A software package can read in a 
model expressed in SBML and 
translate it into its own internal 

format for model analysis.



For more information…

Feel free to email me with questions:
steven.kleinstein@yale.edu

Feel free to email me with questions:
steven.kleinstein@yale.edu


