
















domains of histone modifications correspond
to regions defined by differences in recombi-
nation rate, with the boundaries located at the
recombination rate inflection points (Fig. 5A)
(5, 46). On each chromosome, one arm contains
a meiotic pairing center that mediates homolo-
gous pairing and synapsis (50, 51). As previ-
ously reported, H3K9me3 is more highly enriched
on that arm (Fig. 5A) (52). However, methylation
is not particularly enriched within the pairing
center regions themselves (53). H3K9me3 is also
highly enriched on silent genes on arms, and all
forms of H3K9 methylation are enriched in re-
petitive elements, which are more prevalent on
chromosome arms (fig. S32).

The X chromosome. Gene density, recombi-
nation rates, and repeat content are more uni-
formly distributed along the X chromosome than
autosomes (5). Consistent with this, chromatin
marks on the X are more uniformly distributed.
A high density of repressive marks, similar to
that seen throughout the autosome arms, is as-
sociated with only two narrow ~300-kb regions
at the left end of the X that flank the meiotic
pairing center (Fig. 5B). The genomic distribu-
tion of DPY-26, DPY-27, DPY-28, and SDC-3,
proteins mediating dosage compensation, is
highly enriched on the X chromosome (Fig.
5B) (25, 54, 55). H4K20me1, a modification
linked in mammals to chromosome maturation

and X-chromosome inactivation (56), is also
enriched on the X. This X-enrichment is detec-
table in early embryo populations, when some
embryos have initiated dosage compensation, and
becomes more pronounced in L3 animals, when
dosage compensation is fully established.

Chromosomes and nuclear envelope interac-
tions. Interactions between the genome and the
nuclear envelope were determined by means
of ChIP of LEM-2, a transmembrane protein
associated with the nuclear lamina (57). In em-
bryos, LEM-2 interacts with the repeat-rich,
H3K9-methylated arms of the autosomes but not
with the autosome centers (Fig. 5, A and D).
Similar to H3K9 methylation, the transition be-
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Fig. 5. Chromosome-scale domains of chromatin organization. (A and B)
Whole-genome ChIP-chip data for various histone modifications and chromatin-
associated proteins, along with relevant genome annotations, were normalized,
placed into 10-kb bins, and displayed as a heat map. Red indicates a stronger
signal, and blue indicates a weaker signal. The continuous black line plots the
relationship between physical (x axis) and genetic (y axis) distance. Three major
groups were identified by hierarchical clustering. Group 1 contains H3K9 meth-
ylation marks and LEM-2, which tend to be enriched at distal autosomal
regions, and correlate with repetitive DNA and a high recombination rate.

Group 2 contains dosage compensation complex members and H4K20me1,
which are highly enriched on X. Group 3 contains marks associated with active
chromatin. Generally, signals for active marks are weaker on the X chromo-
some than the autosomes. This megabase-scale chromatin organization persists
through all stages examined. (A) Chromosome III is representative of autosomes.
(B) X has a distinct chromatin configuration. (C) H3K9me1, - 2, and -3 signals
decrease gradually at the boundaries between the central and distal domains,
whereas the boundaries defined by LEM-2 are relatively sharp. (D) A schematic
representation of key findings.
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tween LEM-2–enriched arms and the central
chromosomal regions is relatively sharp, coincid-
ing with the transition between regions of high
and low meiotic recombination rate (Fig. 5B).
Within the arm regions, LEM-2 enrichment ex-
hibits a complex underlying subdomain structure
(57). On the X chromosome, LEM-2 interacts
with only the small regions on the left end that
harbor repressive chromatin marks (Fig. 5B).
This suggests a particular organization for the X
chromosome within the nucleus (Fig. 5D).

Histone mono-methylation. We plotted the
distribution of each chromatin mark relative to
transcript starts and ends and further subdivided
these plots by the expression level of the asso-
ciated gene on autosomes versus the X chromo-
some (Fig. 6 and fig. S34). Overall, the results
are consistent with the known distributions and
functions of chromatin marks in other eukary-
otes (58). However, the distribution of several
mono-methyl marks—including H4K20me1,
H3K9me1, and H3K27me1—are associated more
with the bodies of highly transcribed genes on
the X chromosome than with similarly expressed
genes on autosomes. Further, H3K36me1 is con-

fined sharply to gene bodies on X, in contrast to
broader enrichment that spans promoters and 3′
UTRs on autosomal genes. Conversely, H3K36me3
and H3K36me2 are more associated with auto-
somal genes than with X-linked ones (Fig. 6 and
fig. S34). Differences in several marks are ob-
served between early embryogenesis and more
differentiated L3 animals—most notably a redis-
tribution of H3K27me1 and H3K27me3 (Fig. 6
and fig. S34, bottom row).

Nucleosome organization. Consistent with mi-
crococcal nuclease (MNase) nucleosome-mapping
experiments (52, 59, 60), both X and autosomal
genes exhibit a typical nucleosome-depleted re-
gion upstream of TSSs, a well-positioned +1 nu-
cleosome, and nucleosome depletion at the 3′
ends. However, we observed that the average nu-
cleosome occupancy immediately upstream of
the +1 nucleosome on the X chromosome was
1.6-fold higher than that of genes on autosomes
(at –300 to +200 bp relative to the TSS; P <
2.2e−16, Wilcoxon rank-sum test) (61). Relative
to autosomal genes, promoters of X-linked genes
have higher GC content, which is predictive of
high nucleosome occupancy in vitro (fig. S33)

(61–63). We observed a similar difference be-
tween X and autosomal promoters when naked
DNA was digested with MNase, although this
result was expected because the known DNA se-
quence preferences of MNase are similar to the
sequence preferences of linker DNA (64, 65).
DNA sequences associated with nucleosome oc-
cupancy evolve according to expression require-
ments (66, 67), suggesting that the higher GC
content on X promoters may relate to mechanisms
of X-specific gene regulation in the soma and
germline.

Epigenetic transmission of chromatin state to
progeny. The activity of the C. elegans protein
MES-4—a histone H3K36 methyltransferase
required for the survival of nascent germ cells
in developing animals—mediates the transmis-
sion of information about the pattern of germ-
line gene expression from mother to progeny.
Similar to other H3K36 methyltransferases,
MES-4 is associated with gene bodies. However,
in contrast to previously studied H3K36 methyl-
transferases (68) MES-4 is able to associate with
genes in an RNA Pol II–independent manner (69).
In the embryo, MES-4 is preferentially bound to
genes that were highly expressed in the maternal
germline but may no longer be expressed in em-
bryos (69). Conversely, MES-4 is not associated
with genes expressed specifically in early em-
bryos, despite recruitment of RNA Pol II to those
genes (69). Therefore, RNA Pol II association
with genes is neither necessary nor sufficient to
recruit MES-4 in embryos (69). These findings
suggest that MES-4, which is required for fer-
tility, functions as a maintenance histone methyl-
transferase and propagates the memory of gene
expression from the maternal germline to the
cells of the next generation (69).

Models relating chromatin to TF binding.
To integrate chromatin with other types of
modENCODE data, we sought to relate the pat-
terns of histone marks with the observed TF-
binding sites. Across the whole genome, we
observed only weak direct correlations between
the two (fig. S38A). However, the relationship
between chromatin and TFs may involve com-
plex, nonlinear relationships. To probe these, we
built machine-learning models to identify TF-
binding peaks from chromatin features (fig. S39).
Investigating the association of individual his-
tone marks with TF-binding sites, we found some
that discriminate TF-binding sites from the ge-
nomic background with reasonable accuracy (Fig.
7A). Often, this is connected with their actual
presence at binding sites; for example, when
comparing the background to binding peaks, on
average, some marks have stronger signals, where-
as others have weaker ones [such as H3K4me3
versus H3K9me3 (fig. S41)]. Individual chroma-
tin marks and RNA Pol II–binding signals could
also distinguish HOT regions from the genomic
background, highlighting the association with ac-
tive transcription in these regions.

Because chromatin features work in combi-
nation to influence binding-site selection (70),
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Fig. 6. Chromatin patterns around genes. Average gene profiles around the TSS and TTS of various
histone marks displayed for the (red) X chromosome and (blue) autosomes. Genes were further stratified
according to their expression level, with the top 20% of expressed genes shown in darker shade and the
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transcription are labeled on the left.
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we combined all the histone marks together in a
classifier. The resulting models could identify bind-
ing sites better than those based on any individual
mark (Fig. 7A and figs. S38B and S40A).

We further observed that chromatin features
are particularly good at identifying the bind-
ing peaks of some specific TFs. For example,
H3K4me2 and H3K4me3, which are usually
enriched in promoters, identified the binding
peaks of a group of five factors (CEH-14, CEH-
30, LIN-13, LIN-15B, and MEP-1) better than
the other TFs. This association is specifically
due to a relative enrichment of these H3K4me2
and H3K4me3 at the binding peaks of this
group of five TFs (fig. S41). It further suggests
that the chromatin features can be useful in
discriminating not only binding sites from the
genomic background but also the sites of
specific TFs in comparison with other TFs.
Indeed, we were able to build integrated models
to do this with reasonable accuracy (fig. S40B).
The same approach was also successful in dis-
criminating HOT regions from all TF-binding re-
gions (fig. S40B). Our models perform best when
chromatin features are measured at the same
stage as the TFs, suggesting a dynamic relation-
ship between chromatin and binding sites across
developmental stages (fig. S42).

To provide additional predictive power, we
incorporated into our models the information
from the specific sequence motif recognized by
a TF, summarized by a position-weight matrix.
The combined models with both chromatin and
sequence information were more accurate than
were models involving either type of information
alone (Fig. 7B and fig. S43). Thus, chromatin fea-
tures enable one to predict TF-accessible regions
and broad classes of binding sites, and motifs pro-
vide additional information on the exact sites bound
by particular factors, chosen from these broad classes.

Models relating chromatin to gene expression.
Next, we developed a model to relate chromatin
marks to gene expression levels. We divided the
regions around each TSS and transcript termi-
nation site (TTS) into small (100 bp) bins and
calculated the average signal of each chromatin
feature and RNA Pol II (13 features in total) in a
set of 160 bins up to 4 kb upstream and
downstream of these two anchors (to include
even long-range effects). Then at each bin, we
correlated the chromatin signals with the stage-
matched gene expression value (Fig. 7C). There
is clear variation across the bins in this correla-
tion, with the effect of making activating marks
more sensitive than are repressive ones to their
exact positioning relative to the TSS or TTS.

By combining all features at each of the 160
bins, we built a model for gene expression, pre-
dicting the quantitative expression levels of tran-
scripts with support vector regression (SVR) (6).
Predicted expression levels were highly correlated
with measured ones [correlation coefficient (r) =
0.75, cross-validated]. As an overall benchmark,
we compared our chromatin model with one
based on the level of RNA Pol II–binding alone
(r = 0.37); our model achieves better prediction
accuracy for expression levels.

To find the relative importance for gene ex-
pression of the 160 possible bin locations, we
divided genes into highly and lowly expressed
classes and predicted the class of each gene from
each bin. The best predictions were obtained from
bins immediately after the TSS and just before
the TTS. With increasing distance upstream of
the TSS, predictive power decreased smoothly.
Intriguingly, the predictive capability of chroma-
tin features extended as much as 4 kb upstream
of the TSS and 4 kb downstream of the TTS,
even when we restricted the analysis to widely
separated genes with distant neighbors. This
may indicate a long-range influence of chroma-
tin on gene expression.

In contrast to protein-coding genes, the asso-
ciation between histone modifications and miRNA

Fig. 7. Statistical models pre-
dicting TF-binding and gene
expression from chromatin fea-
tures. (A) Modeling TF-binding
sites with chromatin features.
The color of each cell represents
the accuracy of a statistical model
in which a chromatin feature or a
set of features acts as predictor
for TF binding or HOT regions. (B)
An example of combining chro-
matin and sequence features.
Potential binding sites of HLH-1
were predicted by using only se-
quence motifs, only chromatin
features, or both. (C) Correlation
pattern for a number of chro-
matin features in 100-bp bins
around the TSS (T 4 kb) and
TTS (T 4 kb) of transcripts at the
early embryo (EE) stage. The
Spearman correlation coeffi-
cient of each chromatin feature
with gene-expression levels
was calculated for each bin. (D)
Chromatin features can predict
expression levels for both protein-
coding genes and miRNAs. (Top)
A model involving all chromatin
features. (Bottom) The model for
protein-coding genes can also be
used to predict accurately miRNA
expression levels.
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expression has not been explored in detail. Be-
cause protein-coding and miRNA genes are both
transcribed by RNA Pol II, we applied the above
chromatin model, derived from protein-coding
genes, to the regions around candidate pre-
miRNAs. We then predicted expression levels
for 162 microRNAs, for which genomic loca-
tions are provided by miRBase (71), and com-
pared these predictions to the measurements in
the modENCODE small RNA-seq data set. We
found a correlation of 0.60 (r = 0.62 for just
miRNAs far from known genes) (Fig. 7D). That
expression of miRNAs can be predicted ac-
curately by using a chromatin model trained on
protein-coding genes is consistent with miRNAs
and protein-coding gene regulation sharing sim-
ilar mechanistic connections to histone marks.

Conservation Analysis
Because mutations are constantly accumulating
over evolutionary time, purifying selection slows
the rate of divergence of functional relative to
nonfunctional sequences (72). For this reason,
evolutionarily constrained regions can assist in
identifying functional elements (73). Although
some functional sequences may not be conserved,
are conserved in a way that we are unable to
detect, or are under positive selection (resulting
in accelerated divergence), the coverage of con-
strained bases by identified functional elements
is a valuable measure of the completeness of our
understanding of the genome. We characterized
regions of the C. elegans genome under evolu-
tionary constraint by constructing a multiple
alignment among the nematodes C. elegans,
C. remanei, C. briggsae, C. brenneri, C. japonica,
and Pristionchus pacificus using methods pre-
viously developed (1). We then calculated con-
servation scores with PhastCons (6, 74). These

procedures identified 59,504 constrained blocks
that cover 29.6% of the C. elegans genome as a
whole and range from 27.4% of chromosome
IV to 31.9% of chromosome X. The single largest
constrained block was 3558 bp on chromosome
V, but conserved blocks were typically much
smaller (mean 49 T 58.6 bp).

These conserved regions are highly corre-
lated with functional elements. We first exam-
ined the proportion of evolutionarily constrained
regions that overlap experimentally annotated
portions of the genome (Fig. 8A and fig. S44).
In the last WormBase freeze before the incorpo-
ration of modENCODE data (6), 50.8% of the
constrained regions were covered by annotations
supported by direct experimental evidence. Ad-
ding modENCODE protein-coding gene evi-
dence increased the coverage of constrained bases
to 58.3%. Other modENCODE increases came
from the 7k-set of ncRNAs (1.9%), TF-binding
sites, (5.9%), dosage compensation (9.3%), and
other chromatin-associated factors (2.8%). Thus,
modENCODE explains an additional 27.4%
(8.1 Mb) of the constrained portion of the ge-
nome; together with remaining unconfirmed
WormBase gene predictions (0.7%) and pseudo-
genes (0.6%), coverage now totals 79.5% of
constrained bases.

We then estimated the extent of constraint on
different functional elements by plotting the dis-
tribution of the PhastCons conservation scores
for each type of element (Fig. 8, B and C, and
fig. S45). The most constrained elements were
ncRNAs (both known and the 7k-set), presumably
reflecting the fact that conservation was a criterion
used to identify them. Next came protein-coding
elements, followed by miRNAs, TF-binding sites,
and other chromatin factor–binding sites. Pseudo-
genes, introns, and regions of the genome not

covered by modENCODE data sets all have low
levels of conservation. We then used the genome
structure correction (GSC) statistic (1, 75) to cal-
culate confidence intervals on the degree of over-
lap between evolutionarily constrained bases and
functional elements defined by modENCODE and
other sources. This demonstrated that coding re-
gions, ncRNAs, TF-binding sites, and other chro-
matin factor–binding sites are significantly more
constrained than would be expected by chance,
whereas regions covered by pseudogenes, introns,
and unannotated regions are significantly depleted
in constrained regions relative to chance.

Roughly 20.5% of the constrained genome
remains uncovered by known functional ele-
ments, but a portion of this sequence directly
abuts known functional elements. If the borders
of transcribed regions and chromatin-associated
protein-binding sites are extended across all con-
strained blocks that neighbor them, ~4.1 Mb
(14%) in isolated constrained blocks remains.
These residual constrained bases are highly en-
riched in introns and intragenic regions (table
S14), are moderately enriched in the 1-kb regions
upstream of TSSs, and are depleted in the 1-kb
regions downstream of TTSs. One potential ex-
planation for the residual constrained bases is that
they correspond to the binding sites of untested
TFs. Indeed, a plot of coverage of constrained se-
quence against numbers of TF experiments shows
that the relatively small numbers of TFs studied
here are far from saturating constrained bases (fig.
S47), implying that additional TFs may explain
part of the remaining constrained bases in these
regions. Other explanations for the residual con-
strained regions include other intronic regulatory
sites, transcribed regions that are expressed only
under rare circumstances, and possibly as-yet
unknown classes of functional elements.

Fig. 8. Relative proportion of annota-
tions among constrained sequences. (A)
Relative proportion of constrained and
unconstrained bases in the C. elegans
genome. Within the constrained re-
gion, the stacked bar chart shows the
cumulative proportion covered by var-
ious classes of annotated genomic ele-
ments. (B) Fraction of element classes
covering (red) constrained and (gray) un-
constrained bases. The error bars show
the 95% confidence interval for ran-
dom placement of elements calculated
with GSC. If the ends of the columns
are outside the confidence interval,
then it is unlikely that the fraction of
the element class overlapping con-
strained and/or unconstrained bases
could have occurred by chance. (C) Con-
straint profiles of broad categories
of elements. The x axis indicates the
PhastCons score of bases covered by
the element ranging from 0 (no con-
servation) to 1.0 (perfect conservation). The y axis indicates the log ratio of the number of bases with the given score covered, relative to what would be
expected by random element placement (dotted line) (fig. S45 shows more detail).
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Discussion
Our analysis illustrates patterns at multiple ge-
nomic scales: individual gene, chromosomal
domain, and whole-chromosome. At the first
scale, in addition to improving annotation of
protein-coding genes, we identified transcribed
pseudogenes and many previously unidentified
ncRNAs, mapped binding sites of TFs, built
regulatory networks, and constructed models
predicting binding location and expression
levels from chromatin marks. On a larger scale,
we found chromosomal domains—characterized
by repressive marks and interactions with the
nuclear envelope on the autosome arms—and
noted how the boundaries in these domains
align with changes in recombination frequency.
We also identified additional properties of the
entire X chromosome, including the preferential
accumulation of multiple mono-methylated his-
tone marks. Our large-scale approach also
discovered unexpected biological phenomena
that would be difficult to uncover in conven-
tional studies. In particular, upon profiling the
binding sites of 23 factors we identified regions
of clustered binding (HOT regions).

One limitation of the modENCODE strategy
is that we cannot readily distinguish low levels
of biochemical noise, such as a rare nonfunc-
tional transcription splice form, from biological-
ly important phenomena. The presence of such
noise may be an unavoidable part of the cell
regulatory machinery (76) and will only be dis-
tinguished from biologically important signals
through careful follow-up experimentation. An-
other limitation is that almost all experiments
were performed in populations of whole animals
composed of multiple tissues. Future studies will
increase the tissue-specific resolution of the data.

Model organisms such as C. elegans have
long served as key experimental systems for
developing technology and providing funda-
mental insights into human biology. Comparing
our modENCODE results with the ENCODE
pilot, which assessed functional elements in 1%
of the human genome, we can already begin to
see commonalities (6). For instance, for some ag-
gregated binding signals (such as for RNA Pol
II) the overall shape of the signal distributions
relative to the TSS are quite similar between hu-
man and C. elegans. Likewise, the overall amount
(per base pair) of transcription and binding by
TFs is comparable (fig. S49 and tables S15 and
S16). However, there are differences in the shape
of the aggregated signal distributions for a few
matched histone modifications (Fig. 6 versus
fig. S50). Moreover, the relative proportion of
constrained genome covered by experimental an-
notation is quite different in human and nema-
tode, perhaps reflecting evolutionary pressures
for a compact genome in the latter (fig. S48). A
more comprehensive comparison, including the
Drosophila genome data presented in the ac-
companying article, must await genome-wide
analysis of human cells—an effort currently
underway in the ENCODE project.

The modENCODE data sets are intended as
an enduring resource for the genomics com-
munity. All raw and analyzed data, metadata,
and interpreted results are available at www.
modencode.org, where they can be searched,
displayed, and downloaded. Raw sequencing
reads and microarray data are archived at the
Short-read Archive and the Gene Expression
Omnibus, and higher-order results are being
incorporated into WormBase (77). In addition,
we have assembled a compact guide to the data
sets used (at www.modencode.org/publications/
integrative_worm_2010) (table S1) (6) and have
populated a community cloud-computing re-
source with the data and analysis tools to
facilitate further investigation by interested
researchers (6). We expect that analyses of these
data sets in the coming years will provide
additional insights into general principles of
genome organization and function, which will
ultimately aid in annotating and deciphering the
human genome.
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To gain insight into how genomic information is translated into cellular and developmental
programs, the Drosophila model organism Encyclopedia of DNA Elements (modENCODE) project
is comprehensively mapping transcripts, histone modifications, chromosomal proteins, transcription
factors, replication proteins and intermediates, and nucleosome properties across a developmental
time course and in multiple cell lines. We have generated more than 700 data sets and discovered
protein-coding, noncoding, RNA regulatory, replication, and chromatin elements, more than
tripling the annotated portion of the Drosophila genome. Correlated activity patterns of these
elements reveal a functional regulatory network, which predicts putative new functions for genes,
reveals stage- and tissue-specific regulators, and enables gene-expression prediction. Our results
provide a foundation for directed experimental and computational studies in Drosophila and
related species and also a model for systematic data integration toward comprehensive genomic
and functional annotation.

Several years after the complete genetic se-
quencing of many species, it is still unclear
how to translate genomic information into

a functional map of cellular and developmental
programs. The Encyclopedia of DNA Elements
(ENCODE) (1) and model organism ENCODE
(modENCODE) (2) projects use diverse genomic
assays to comprehensively annotate the Homo
sapiens (human), Drosophila melanogaster (fruit
fly), andCaenorhabditis elegans (worm) genomes,

through systematic generation and computational
integration of functional genomic data sets.

Previous genomic studies in flies have made
seminal contributions to our understanding of
basic biological mechanisms and genome func-
tions, facilitated by genetic, experimental, compu-
tational, andmanual annotation of the euchromatic
and heterochromatic genome (3), small genome
size, short life cycle, and a deep knowledge of
development, gene function, and chromosome

biology. The functions of ~40% of the protein-
and nonprotein-coding genes [FlyBase 5.12 (4)]
have been determined from cDNA collections
(5, 6), manual curation of gene models (7), gene
mutations and comprehensive genome-wide
RNA interference screens (8–10), and compara-
tive genomic analyses (11, 12).

The Drosophila modENCODE project has
generated more than 700 data sets that profile
transcripts, histone modifications and physical
nucleosome properties, general and specific tran-
scription factors (TFs), and replication programs
in cell lines, isolated tissues, and whole orga-
nisms across several developmental stages (Fig. 1).
Here, we computationally integrate these data
sets and report (i) improved and additional ge-
nome annotations, including full-length protein-
coding genes and peptides as short as 21 amino
acids; (ii) noncoding transcripts, including 132
candidate structural RNAs and 1608 nonstruc-
tural transcripts; (iii) additional Argonaute (Ago)–
associated small RNA genes and pathways,
including new microRNAs (miRNAs) encoded
within protein-coding exons and endogenous small
interfering RNAs (siRNAs) from 3′ untranslated
regions; (iv) chromatin “states” defined by com-
binatorial patterns of 18 chromatin marks that are
associated with distinct functions and properties;
(v) regions of high TF occupancy and replication
activitywith likely epigenetic regulation; (vi)mixed
TF and miRNA regulatory networks with hierar-
chical structure and enriched feed-forward loops;
(vii) coexpression- and co-regulation–based func-
tional annotations for nearly 3000 genes; (viii)
stage- and tissue-specific regulators; and (ix)
predictive models of gene expression levels and
regulator function.

Overview of data sets. Our data sets provide
an extensive description of the transcriptional, epi-
genetic, replication, and regulatory landscapes of
the Drosophila genome (table S1). Experimental
assays include high-throughput RNA sequencing
(RNA-seq), capturing-small and large RNAs and
splice variants; chromatin immunoprecipitation
(ChIP)–chip andChIP followed by high-throughput
sequencing (ChIP-seq), profiling chromosomal
and RNA binding or processing proteins; tiling-
arrays, identifying and measuring replication pat-
terns, nucleosome solubility, and turnover; and
genomic DNA sequencing, measuring copy-
number variation. We conducted most assays in
the sequenced strain y; cn bw sp (13), with mul-
tiple developmental samples (30 for RNA expres-
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