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"Genes" are central to modern biology, and the term genome is defined directly in terms of them, as the entire collection of genes encoded by a particular organism. Yet we currently do not have a precise grasp on what a gene is. In particular, with the advent of genome sequencing, we are becoming more certain of what an organism contains in terms of base pairs; nevertheless, precise counts of genes continue to fluctuate (e.g. see figure). 

Historically, the term gene is attributed to Johansson; it first appeared in the early 1900s as an abstract concept to explain the hereditary basis of traits (1,2).  Phenotypic traits were ascribed to hereditary factors even though the physical basis of those factors was not known.  Subsequently, early genetic studies by Morgan and others associated heritable traits with specific chromosomal regions.  In the 1930s Beadle introduced the concept of “one gene-one enzyme”, which later became “one gene-one polypeptide”.  

With the advent of recombinant DNA and gene cloning it became possible to combine the assignment of a gene to a specific segment of DNA and the production of a gene product.  Although it was originally presumed that the final product was a protein, with the discovery that RNA has structural, catalytic, and even regulatory roles, it is clear the end product can be a nucleic acid as well (3). Thus, we now define a gene in molecular terms as “a complete chromosomal segment required for making a functional product”. This definition has two logical parts, the creation of a product and a functional role for it, and encompasses both coding segment and cis regulatory region. Based on the definition, in principle, it should be possible to use straightforward criteria to identify genes in genomic sequence. Below we discuss five commonly used criteria and why application of them is not, in fact, straightforward. 

(i) ORFs: An obvious way to find protein coding genes is through identifying large open reading frames (ORFs).  This is particularly applicable for prokaryotes and other organisms with few introns.  Even so, many genes are short and difficult to identify this way. Moreover, organisms with an appreciable amount of splicing often have small exons sandwiched between large introns, making ORFs especially difficult to find. 

(ii) Sequence Features.  Once and ORF is identified, codon bias is an initial first criterion for determining whether it is a gene (4).  The utility of this measure stems from the fact that organisms exhibit biased, nonrandom use of codons, particularly in highly expressed genes.  However, for many genes, particularly those expressed, the bias is weak, and small ORFs (or exons) contain too few codons to exhibit statistically significant bias. Beyond overall bias, one can also look for specific sequence patterns such as splice sites to help find genes, (5). However, thus far ab initio programs that use sequence features alone predict less than half the exons and less than 20% of complete genes (5).  Moreover, while both the existence of an ORF and favorable sequence features may imply the presence of a product, they say nothing about its function.

(iii) Sequence Conservation.  In contrast to focusing on an individual sequence, genes can be identified by comparing multiple sequences between organisms (4,5).  Conservation is an excellent method to gauge functional relevance based on the concept that sequences involved in producing a functional product are expected to be retained during evolution.  However, while necessary, it is not sufficient. Conserved sequences, for instance, could be (non-transcribed) regulatory elements.  Another problem with using conservation for gene finding is that it requires sequences of related organisms of appropriate evolutionary distances.  One's current estimate of the genes in an organism can then never be an absolute, unchanging number, but becomes contingent on the specific related organisms used for comparison. 

(iv) Evidence of Transcription. A non-sequence-based approach for identifying genes is to search for the presence of RNA or protein expression, the obvious hallmark of a product. This is commonly done using either gene-trap reporters, microarray hybridization or serial analysis of gene expression (SAGE) (6,7,8). In fact, large-scale tagging of genes with transposons has revealed many new regions in yeast capable of producing proteins (9, see fig.).  Likewise for humans, hybridization of labeled cDNA to microarrays containing sequences of entire chromosomes has shown that significant fractions of the chromosome are stably expressed (10,11).  However, the function, if any, of many of these transcribed regions is not known.  Conversely, there appear to be conserved ORFs that are not transcribed and whose RNA or protein products have not yet been identified. 

(v) Gene Inactivation.  A method for ascertaining function is mutation or inactivation of the gene product (12).  Common methods involve direct gene disruption or RNAi.  However, many coding sequences make products whose inactivation does not result in an obvious phenotype.  For instance, only 1/6 of yeast genes are essential and mutations in the remainder usually do not cause an obvious phenotype for cells grown in rich medium (27, see fig.). Presumably, this is because of functional redundancy among gene products, assay sensitivity, or the failure to find conditions under which the product is useful.  Thus, many, if not most, genes are difficult to identify solely using inactivation.

Beyond the five criteria, there are additional issues in gene identification: overlap, alternative splicing and pseudogenes. There are now examples of overlapping reading frames of protein coding genes, overlapping transcriptional units (e.g. where the exon of one gene is encoded within the intron of another), and now even overlapping protein coding and RNA coding genes (13).  In all the cases of gene overlap, each gene has a unique functional sequence and thus is logically distinct.  

What about products from alternatively spliced genes?   In the human genome, more than half the genes have spliced isoforms, and this is likely an underestimate since not all variants have been identified (14,15). Gene products from alternatively spliced messages have functionally unique and distinct sequences. Currently a comprehensive system for describing such variants is lacking. Ultimately, it may be better to define a molecular parts list based on functional protein domains rather than whole genes (the protein "domainome").

The definition of gene is also inextricably linked with the definition of pseudogene (or dead gene) (16). Pseudogenes are similar in sequence to normal genes, but they contain obvious disablements such as frameshifts or stop-codons mid-domain. (Usually they have many disablements.) Pseudogenes occur in a wide variety of organisms including animals, fungi, plants and bacteria. They can be quite prevalent; for example, there are 80 ribosomal protein genes in the human genome, versus >2000 associated pseudogenes (17).  

The boundary between living and dead genes is often not sharp.  A pseudogene in one individual can be functional in a different isolate of the same species; for example, FLO8 is active in one strain of yeast but inactive in another (18). Thus, technically it is only a gene in one strain. Moreover, pseudogenes can be transcribed (19). Conversely, there are other pseudogenes that have entire coding regions without obvious disablements but do not appear to be expressed -- e.g. human ribosomal pseudogenes (17); presumably, they lack regulatory elements required for transcription. 

As a practical example the current state of finding genes in genomic DNA, consider the genome of the budding yeast Saccharomyces cerevisiae. Yeast was one of the first genomes sequenced, and it remains the best characterized in terms of functional genomics. Furthermore, it has only a small amount of splicing. Consequently, it represents the organism for which we have the clearest grasp on exactly which sequences are genes. When the yeast genome was first sequenced all ORFs >100 codons were named, resulting in 6220 possible genes (20). As shown in the figure, this number has been considerably revised over time. More small genes have been identified (9), either through new homologies found in the databases or through evidence of transcription.  In addition, 466 genes have been moved into the realm of "questionable ORFs" as they lack any evidence of transcription or function (21). (Interestingly, a number of these are conserved in other organisms.) Finally, a small number of pseudogenes have been found in the lab strain of yeast, some of which may be functional in other strains (19).  

For yeast, the assignment of short ORFs has been particularly difficult. The figure shows the vast combinatorics of this problem. From the raw genome sequence, one can systematically define the universe of all possible (potentially overlapping) ORFs (something we term the "ORFome") and then examine the evidence that each codes for protein. Overall, there are >100,000 possible ORFs >15 codons.  This number is only constrained slightly by codon bias.  However, it drops dramatically when evidence of transcription is included.  However, each transcription experiment does not provide information about every possible gene in a genome.  Thus, one obtains the strongest signal when one combines multiple different sources of information. That is, the likelihood that a gene encodes a functional product is best weighed using multiple criteria.
The yeast genome is, of course, vastly simpler than the human genome, and we expect many of the problematical issues evident in yeast to be greatly magnified in human. First, we expect a vast number of potential ORFs given the small size observed for exons (average size ~140 bp) and the complexity of the splicing, (14,17). It is doubtful we will be able to filter these successfully and find genes just from analysis of the raw nucleotide sequence. In fact, many initial estimates for the numbers of genes in the human ranged widely, from 20,000 up to >100,000 (15,21,22,23).

One solution gene annotation may be found in returning to the definition of a gene, focusing on the fact that genes produce functional products and then using functional genomics to help identify them. In similar fashion, if we add conservation information obtained from cross-genome comparisons into gene finding, we can also improve the process. Ultimately, we believe that gene identification in the human based purely on genome sequence, while possible in principle, will not be practical in the foreseeable future. Only through many large-scale systematic functional genomics experiments and through careful sequence comparisons against related organisms will we be able to convincingly arrive at a definitive annotation of the human genome. 

Figure Legend 

Aspects of gene identification in yeast.  Top left shows the initial published status of the yeast genome with 6,274 ORFs (20), and how this estimate has been slightly revised over time. The time series data is based on the SGD and MIPS databases (http://genome-www.stanford.edu/Saccharomyces and http://mips.gsf.de/proj/yeast/CYGD/db). Note, SGD and MIPS use somewhat different criteria for ORF inclusion.  MIPS adds all candidate ORFs, while SGD limits inclusion. The central bar shows the types of ORFs in the current annotation for yeast.  These include hORF (homology ORF), shORF (short ORF), tORF (transposon-identified ORF), qORF (questionable ORF), and dORF (disabled ORF or pseudogene, 19).  The current estimate of 5890 ORFs reflects two opposing trends, viz: (i) new shORFs (9) increasing the total either found through transcription experiments (tORFs) or from sequence comparison with newly deposited proteins into the database (hORFs); (ii) qORFs that show no evidence for transcription (i.e. no SAGE or transposon tags or microarray expression). The remaining numbers are based on the ORF classes in the MIPS, where hORFs are MIPS classes 2 and 3. The other ORF contain some ORFs associated with transposons. Further information is available from http://bioinfo.mbb.yale.edu/genome/yeast/orfome . Also shown are other estimates for the size of the yeast genome: Cebrat (24), Z & W (25), and GV (26). Bottom-left highlights the combinatorial explosion in defining short ORFs.  It shows the number of potential ORFs in the genome >15 codons, and the large number of these that are also <100 codons. The third bar shows how this number is not reduced by constraining the ORFs to have high CAI (>0.11). The remaining bars show how it is radically reduced by selecting only those shORFs that have evidence of transcription (transposons and SAGE).  The final part of the figure shows how the functional genomics information is best used in a combined fashion.  It shows how many ORFs have evidence for transcription based on microarray hybridization, SAGE, and transposon tagging. 
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