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Complex biological processes are often regulated, at least in part, by the binding of transcription factors to their
targets. Recently, considerable effort has been made to analyze the binding of relevant factors to the suite of targets
they regulate, thereby generating a regulatory circuit map. However, for most studies the dynamics of binding
have not been analyzed, and thus the temporal order of events and mechanisms by which this occurs are poorly
understood. We globally analyzed in detail the temporal order of binding of several key factors involved in the salt
response of yeast to their target genes. Analysis of Yap4 and Sko1 binding to their target genes revealed multiple
temporal classes of binding patterns: (1) constant binding, (2) rapid induction, (3) slow induction, and (4) transient
induction. These results demonstrate that individual transcription factors can have multiple binding patterns and
help define the different types of temporal binding patterns used in eukaryotic gene regulation. To investigate
these binding patterns further, we also analyzed the binding of seven other key transcription factors implicated in
osmotic regulation, including Hot1, Msn1, Msn2, Msn4, Skn7, and Yap6, and found significant coassociation
among the different factors at their gene targets. Moreover, the binding of several key factors was correlated with
distinct classes of Yap4- and Sko1-binding patterns and with distinct types of genes. Gene expression studies
revealed association of Yap4, Sko1, and other transcription factor-binding patterns with different gene expression
patterns. The integration and analysis of binding and expression information reveals a complex dynamic and
hierarchical circuit in which specific combinations of transcription factors target distinct sets of genes at discrete
times to coordinate a rapid and important biological response.
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The execution of biological processes involves the careful
orchestration of complex molecular events. A detailed
understanding of the regulation of these processes will
require elucidating the entire suite of interactions that
occur in a dynamic fashion at a variety of levels, including
transcriptional, post-transcriptional, and translational.

To date, large-scale studies have primarily analyzed the
dynamics of expression patterns during developmental
and environmental induction responses (Hamatani et al.
2004; Berry and Gasch 2008). These studies have revealed

changes in mRNA levels for thousands of genes. How-
ever, how the regulation of expression of these thousands
of genes is executed is not known. In particular, the
transcription factors that regulate genes, the dynamics of
their binding patterns, and the complexities of which
factors work together to regulate which genes cannot
easily be deduced from such studies. Most experiments to
examine the dynamics of transcriptional regulation have
focused on one or a few regulators. Alternatively, other
studies have globally mapped the suite of binding sites of
transcription factors, usually under a single condition or
time point (Harbison et al. 2004). Such global studies have
provided insight into which factors work together to
regulate which genes (Reed et al. 2008). However, they
usually do not follow the temporal order of events that
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mediate the dynamics of gene expression. To address
this problem, several studies have integrated binding
information with expression data or other information
to deduce expression dynamics (Simon et al. 2001;
Luscombe et al. 2004). However, these studies do not
directly follow the binding dynamics, and thus the types
of binding patterns that exist and the dynamics of how
factors come together to regulate sets of genes is usually
not known.

One system that has been explored in a temporal
fashion is the Drosophila visceral muscle development
in which the binding of factors to large numbers of genes
has been investigated (Jakobsen et al. 2007). Analysis of
this system has revealed the binding of combination of
transcription factors to distinct sets of genes for a limited
number of factors, and has suggested a complex organi-
zation of transcription factor binding to distinct targets.
However, other types of cellular responses such as
environmental challenges have not been examined. Anal-
ysis of such systems is important because such processes
are reversible and therefore may use different strategies.

We analyzed the salt stress response of yeast as a valu-
able model for examining highly regulated and rapid
pathways controlling complex biological processes. The
salt response is a well-characterized pathway in which
the kinetics of RNA expression have been thoroughly
investigated (Berry and Gasch 2008). The process involves
a large number of transcription factors, some of which are
specifically involved in the osmotic stress response
(Msn1, Smp1, and Hot1), and others of which have been
shown to be important in general stress responses (Rep
et al. 1999; Gasch et al. 2000; de Nadal et al. 2003). We
followed the kinetics of binding of several key factors and
found that different binding patterns are often evident for
the same transcription factor. By mapping binding of
a large suite of factors we determined that many of the
factors work together in a dynamic fashion to control
common gene targets and specific types of genes are
controlled by distinct combination of factors. Our results
demonstrate that a complex set of regulatory interactions
occur to form a dynamic regulatory code responsible for
controlling a highly conserved process in eukaryotes.

Results

Distinct classes of dynamic binding revealed
by chromatin immunoprecipitation (ChIP) chip
of Yap4 and Sko1

We wished to examine the dynamics of the transcription
factor binding during the salt response of yeast. We first
examined the binding of five factors, Yap4, Sko1, Yap6,
Msn2, and Skn7 after incubation with high salt (0.6 M) for
30 min and also in the absence of salt using ChIP chip
(Horak et al. 2002; Borneman et al. 2007a). Thirty
minutes is an optimal timepoint for observing maximal
numbers of changes in both binding events and gene
expression patterns as described below. Yeast strains in
which the transcription factors were epitope-tagged with
13 copies of c-myc at their C terminus (13X c-myc) were

incubated in the presence or absence of salt. Formalde-
hyde was added to cross-link protein to DNA, and the
cells were harvested, the DNA sonicated, and the tran-
scription factor-bound DNA recovered by immunopre-
cipitation using anti-c-myc antibodies. The DNA was
labeled and used along with control DNA to probe high-
density Nimblegen arrays that contain probes every 50
base pairs (bp) (Borneman et al. 2007a,b). After normaliz-
ing data, peaks were scored by using a program imple-
menting the same algorithm as Tilescope (Zhang et al.
2007), and binding sites that lay within 1 kb or closer
were assigned to their associated gene (see the Materials
and Methods). Several binding patterns emerged. Some
transcription factors, such as Msn2 and Msn4, showed
little or no evidence of binding prior to incubation of salt
and bound many targets after 30 min. This result is
expected since these factors are cytosolic and translocate
to the nucleus upon stimulation with salt (Gorner et al.
1998; Chi et al. 2001; Mayordomo et al. 2002). However,
other factors (Yap4, Yap6, and Sko1) bound to many
targets under both conditions although for each factor
a twofold to fourfold increase in targets was observed at
30 min (Supplemental Fig. S1; Supplemental Table S1).

The association of Yap4 and Sko1 at targets in both the
absence of salt and after incubation with salt prompted us
to examine the binding of these factors in more detail.
ChIP chip was performed for Yap4- and Sko1-tagged cells
incubated in the presence of salt for 5, 15, 30, and 45 min,
and in the absence of salt. Signal maps revealed complex
patterns of binding (Fig. 1A–C). Targets were scored as
above, and 30 were validated at each time point using
quantitative PCR (qPCR) (Supplemental Fig. S2). The
patterns of binding were classified according to the
temporal pattern of binding signal using a penalized and
weighted K-means clustering approach (Fig. 2; Tseng
2007). For each factor three major patterns of binding
were observed. For Yap4, the major categories were (1)
Class 1, constant binding at all time points and in the
absence of salt; (2) Class 2, rapid induction reaching
a plateau at 15 min after treatment with salt; and (3)
Class 3, induction initiated after a 5-min delay, reaching
a plateau at 30 min (Fig. 2). In addition, minor binding
patterns were observed in which a few binding sites
exhibited either a transient increase (Class 4) or decrease
(Class 5) in binding. For Sko1, the major categories were
(1) Class 1, a constant binding pattern; (2) Class 2,
a gradual increase in binding; and (3) Class 3, a rapid
and transient increase in binding (Fig. 2). A few binding
sites exhibited a slower increase binding. These results
demonstrate that a variety of distinct binding patterns
occur for individual transcription factors, and that differ-
ent factors can have different patterns of binding.

Analysis of other factors that may associate with Yap4
and Sko1

The fact that multiple binding patterns exist for Yap4 and
Sko1 suggests that additional factors likely help mediate
their binding. We therefore attempted to determine
whether other factors preferentially coassociate with
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Yap4 and Sko1, and whether this association varies with
the different binding classes. We determined the binding
targets of seven other transcription factors previously
implicated in the salt response using epitope-tagged
strains and ChIP chip. The factors examined were Hot1,
Msn1, Msn2, Msn4, Skn7, Smp1, and Yap6 and were
chosen because at the time this study was initiated these
factors were shown through mutational and/or expres-
sion studies to have a role or likely to have a role in stress
responses (Mendizabal et al. 1998; Rep et al. 1999;
Zahringer et al. 2000; Pascual-Ahuir et al. 2001; Hohmann
2002; de Nadal et al. 2003; Nevitt et al. 2004). Some of
these factors (Sko1, Skn7, Yap6, Msn2, and Msn4) have
been analyzed previously by ChIP chip either in rich
medium or stress conditions (albeit not usually high salt)

(Harbison et al. 2004; Proft et al. 2005; Tan et al. 2008); in
our study we analyzed them using the same high salt
conditions and strains and with high-density tiling arrays.
We examined cells 30 min post-salt induction; at this
time dynamic changes were observed for Yap4 and Sko1.
As summarized in Figure 3, extensive overlap was ob-
served between Yap4 and Sko1. In addition many other
factors often bound the same targets including different
combinations of Skn7, Smp1, Msn2, Sko1, Yap6, and
Yap4 (Fig. 3A). Particularly correlated were Yap4–Yap6,
Sko1–Yap6, Msn2–Sko1, Msn2–Skn7, and Skn7–Yap6, in
which >50% of the targets of one factor overlap with the
other; for Yap4 and Yap6, 73%–86% of the Yap6 targets
(depending on the time point) overlap with Yap4.
Although a few of these associations had been noted

Figure 1. Signal map of the ChIP chip data showing representative examples of peaks that changes during the stress response for Yap4
(A) and Sko1 (B) (see Fig. 2 for the different patterns). Within each panel, the signal around the chromosomal location indicated by the
vertical colored arrow on top is shown for times 0, 5, 15, 30, and 45 min post-induction. The ORFs for that chromosomal location are
shown below the bottom signal map for each set (for clarity, only those nearest the signal peaks are labeled). The colored curves in the
bottom graphs summarize the signal at the location indicated by the colored arrows. C and D show the binding signal for Yap4 and
Sko1, respectively (blue, at 0 min; red, at 30 min), on chromosome 1. Dashed line shows the FDR = 0.01 threshold, stars indicate
locations where binding is different at 30 min relative to 0 min.
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previously such as Yap4–Yap6, most of the associations
we find are novel; this may be due to the high quality of
the data generated in this study using the high-density
arrays. Overall, these results suggest that the different
factors often function with one another to regulate the
same targets.

We next determined if binding of any of the factors
correlate with the distinct binding patterns of Yap4 and
Sko1 (Fig. 3B). Many Yap4 constitutively bound genes
(Class 1) were bound by Sko1 and Yap6 both at 0 min and
30 min after salt induction relative to that expected at
random. Interestingly, Msn2 also showed preferential
binding at 30 min to the constitutive Yap4-binding
targets (Class 1), and is presumably induced during the
activation of the response. We also found that Msn2
preferentially binds inducible (Class 2) Yap4-binding
targets relative that expected at random. We also found
that Yap6 and Sko1 bind a significant number of salt-
induced Yap4-binding targets (Class 2) at 30 min; these
targets are not bound at 0 min. These results suggest that
both constitutive and inducible binding targets are bound
by these pairs of factors. Thus, a number of associations
appear with Yap4 during both constitutive binding (Class
1) and the salt-induced response (Class 2).

We also examined whether different types of Yap4 sites
exhibited differences in nucleosome occupancy using the
data of Lam et al. (2008). We found that rapidly bound
Yap4 sites (Class 2) and those with delayed Yap4 binding

(Class 3) were both relatively unoccupied in untreated
cells (�0.55 6 0.33 and�0.69 6 0.42, respectively). These
results indicate that both sites are poised for binding, and
that the delay in binding is not likely to be due to the need
to remove nucleosomes.

As observed for Yap4, many of the constitutive binding
targets (Class 1) for Sko1 were already bound at 0 min by
Yap4, Yap6, and Sko1 itself. These results suggest that
these gene targets were already bound by salt-responsive
factors and maintain binding upon salt treatment. In
addition, some of the 30-min inducible Sko1-binding
targets (Class 2) were also bound by Smp1. Overall, these
different results indicate that many Yap4- and Sko1-
bound targets are already enriched for binding by other
salt-responsive transcription factors. Nonetheless, the
binding of other factors correlates with induced binding,
suggesting that binding of these different components at
induced targets regulates gene expression.

Motif analysis indicates a strong correlation of binding
patterns

In addition to correlation of binding patterns of other
factors, we also examined motifs that were associated
with Yap4, Yap6, and Sko1 (Fig. 4). As expected, we found
motifs for the binding sites themselves (e.g., Yap4 and
Yap6, which have a similar consensus binding site and
Sko1). Consistent with the association data we also found
Sko1, Yap4, and Yap6 motifs associated with one another,
indicating the factors often work together. We also found
a significant correlation of motifs of other factors with
each of these factors. In particular, we found Skn7
associated with Yap4, and Msn2 and Msn4 associated
with Sko1 and Yap6; these data are also consistent with
the association studies. Finally, we also found correla-
tions with a variety of other factors not analyzed in this
study, many of which were not known previously to be
involved in the salt response (e.g., Cha4, Pdr3, Pho4, Sfp1,
and Ume6). These results indicate that other factors are
likely involved in the salt response, and may have roles
beyond those previously known.

Distinct classes of genes are targets of Yap4, Yap6,
and Sko1

Analysis of the types of genes bound by Yap4 and Sko1
using the Gene Ontology (GO) classification system and
GO Term Finder revealed overlapping but distinct func-
tional classes of genes bound by these factors (Fig. 5A,B).
The two factors bound genes involved in hexose transport
and glucose and ethanol catabolism. In addition, Yap4
targets were enriched for oxidoreductase activity,
whereas Sko1 targets were enriched for glycolysis. Yap6
targets are enriched for many of the same categories and
also some distinct categories. For example, the ribosomal
protein genes are preferential targets of Yap6. Of partic-
ular interest are the inducible categories of genes. The
oxidoreductase and glucose and alcohol catabolic genes
(bound by Yap4) and structural components of the ribo-
some (bound by Yap6) are examples of types of genes at
which binding is induced by specific factors.

Figure 2. Binding time-course patterns of ChIP chip signal for
Yap4 and Sko1. The binding signals were normalized to a max-
imum of 1.0 before statistical clustering, as detailed in the
Materials and Methods, to obtain the groups shown here. Error
bars show standard deviation.
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Different combinations of factors regulate types
of genes

We also examined the types of genes regulated by the
different combinations of transcription factors using GO

Term Finder analysis (Fig. 5). Many of the combinations
bound to the same categories of genes as above. For
example, Sko1–Yap4, Sko1–Yap6, and Yap4–Yap6
often bind upstream of transmembrane transporters,
and Skn7–Yap6 and Smp1–Yap6 often cobind at genes

Figure 3. (A) Number of promoters bound by pairs of transcription factors and times as indicated. When members of a pair are
identical, the given number is the number bound by that transcription factor only. The numbers given for Yap4 and Sko1 are high-
confidence sites within promoters after keeping only those binding sites that were identified in two consecutive time points after salt
induction. Numbers with a star are significantly (P = 0.05) higher than expected for a random segregation of transcription factor-binding
sites among promoters. The color scale indicates how many fold greater than expected is the enrichment factor. (B) Number of
promoters showing the YAP4-binding patterns (top panel) and Sko1-binding patterns (bottom) (see Fig. 2), and bound by the indicated
transcription factors at the indicated time points. Combinations with one or two stars show significant enrichment (P < 0.05 and 1e-6)
relative to that expected for random assortment. The color scale indicates the fold enrichment.

Figure 4. Motifs found to be significantly enriched within promoters bound by Yap4, Yap6, and Sko1. Below each motif are shown
known motifs that match this motif along with the significance of the match. See the Materials and Methods for details.

Dynamics of transcription factor binding
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encoding constituents of the cell wall. These results
suggest that eukaryotes use combinations of transcrip-
tion factor to regulate distinct classes of genes.

Genes whose promoters were bound by certain pairs of
transcription factors were enriched by different GO
categories at 0 min versus 30 min (Fig. 5). For example,
the Sko1–Yap4, Sko1–Yap6, and Yap4–Yap6 pairs each
bind genes involved in transmembrane transporter activ-
ity at 30 min. A significant number of genes encoding
proteins identified as ‘‘transcription regulator(s)’’ are
bound by Sko1 and Yap6 before induction but not after
induction; this is due to the number of induced genes that
makes the proportion of transcription factors insignifi-
cant. Overall these differences indicate the physiological
changes that take place as the cell adjusts to the salt stress
and that transcription factor combinations that are re-
sponsible for these changes.

Correlation of binding classes with gene expression

We next examined how the binding information corre-
lated with gene expression patterns in wild-type and
mutant strains. Briefly, wild-type cells were treated with
salt and harvested at 0, 7, 15, 22, 30, 45, and 60 min,
poly(A)+ RNA was prepared and used to probe yeast

oligonucleotide arrays (see Materials and Methods). The
data were scored and gene expression patterns were
analyzed. Statistical clustering analysis of genes showing
variable expression levels after salt induction revealed
three major patterns of gene expression (Fig. 6A): (1)
constitutively expressed genes (2) genes whose expression
increased at ;15–30 min and then return to the levels of
unstressed cells by 45–60 min, and (3) those whose
expression levels decreased at around 15–30 min and
then return to wild-type levels after 45–60 min. For the
transiently regulated genes, it was observed that there
was a delay in their response sometimes.

Analysis of the types of genes in each expression class
using the GO classification system and GO Term Finder
(at the Saccharomyces cerevisiae Database Web site)
revealed a significant enrichment in genes involved in
stress response, metabolism, and proteolysis in the cate-
gory of genes whose expression transiently increases
(Class 2 genes); sporulation genes are also induced; we
presume that reflects the transfer to stress conditions.
Expression of ribosomal structural and processing com-
ponents and chromosomal proteins is deceased after the
addition of salt (Supplemental Table S2). For the most
part, these patterns have been observed previously (Berry
and Gasch 2008).

For each of the binding time-course patterns, constant,
rapid rise, and slow rise, we analyzed the expression
patterns. Surprisingly, we found that each binding time-
course cluster contained the major patterns of gene
expression: constant, transiently increased, or decreased.
However, the frequency varies for the different binding
time-course clusters. For Yap4 targets that show a rapid
increase in binding (Class 2), there is a greater incidence
of transient increase in expression than a decrease, as
expected. For the Yap4 targets whose Yap4 binding slowly
increases (Class 3) there is a modest enrichment for genes
whose expression is unchanged, and for Yap4 targets
whose binding is unchanged (Class 1), there is a slight
increase in gene expression. This latter observation is
with the binding of other factors such as Msn2 at some of
the targets (see below). Overall, these results suggest that
for many genes the binding of Yap4 correlates with
activation of gene expression. For Sko1, no significant
enrichment was observed between binding and gene
expression. These results suggest that binding by itself
may not regulate gene expression, but rather that regula-
tion occurs in conjunction with the presence of other
factors. Consistent with this hypothesis, Sko1 is prefer-
entially bound at targets whose expression is transiently
induced; even though its presence is constitutive (Fig. 6B).

To gain further insight into which factors might facil-
itate regulation of gene expression during the salt re-
sponse we examined the binding patterns of each of the
factors. Hot1, Msn2, Sko1, and Yap6 are enriched with
the transient increase in gene expression, whereas Skn7,
Yap4, and Yap6 enrich with a transient decrease in gene
expression. The observation that some factors are bound
at both induced and repressed genes (notably Yap6),
indicates that these regulators can have both a positive
and a negative role in gene expression. Positive and

Figure 5. Enrichment for GO functional categories (A) or GO
process categories (B) among genes promoters bound by the
indicated transcription factors or pairs of them. Binding times
are for 30 min post-induction unless indicated otherwise (0 min).
For single transcription factors, only those that show significant
(P < 0.01) GO category enrichment are shown and are color-
coded for their significance level. Only number of genes with
a significant (P < 0.01) enrichment for a GO functional category
are shown and are color-coded for their significance level. For
pairs of transcription factors, only those genes with enrichment
for GO categories that occur in neither member of the pair by
itself are shown. The first row (‘‘background #’’) shows the
number of genes among the total considered (n = 4707 ORFs of
status ‘‘verified’’ or ‘‘uncharacterized’’) belonging to the indi-
cated GO category. The first column shows the number of
promoters among the 4707 that are bound by the indicated
transcription factor(s) at the indicated time point.
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negative regulation of gene expression by the same
transcription factor has been previously noted for other
factors (Martone et al. 2003; Theodorou et al. 2009).

We also examined the types of genes with different
binding patterns and expression patterns. As shown in
Supplemental Table S5, we found that several mono-
saccharide transporters exhibited induced Yap4 binding
and induced expression, whereas a different set of trans-
porters exhibited constitutive binding and repressed
expression. Likewise, ribosomal protein genes were asso-
ciated with Skn1 binding and repressed expression. These
results indicate that discrete types of genes are targeted,
often in a temporal fashion to coordinate their expression.

The RNA expression of the different factors at the
different time points was also examined (Supplemental
Figure S4). Yap4 exhibited increased expression, consis-
tent with the induced number of targets it bound,
followed by a dip at ;22–30 min, perhaps due to autor-
egulation. For Sko1 and Skn7 a twofold to fourfold

decrease in RNA expression was observed. Interestingly,
most of the other factors did not change in RNA expres-
sion over the time course, indicating that their binding
activity is likely regulated post-transcriptionally. Msn2
and Msn4 activity are regulated by nuclear localization.
This is likely the case for many of the other factors as
well.

Finally, to determine if any of the gene expression
patterns were directly dependent on Yap4 and Yap6, we
also analyzed RNA levels in cells deleted for YAP4 and
YAP6. RNA was isolated from both untreated cells and
those treated with 0.6 M salt for 15 min, 30 min, 45 min,
and 60 min, and hybridized to the tiling microarrays. Of
161 gene promoters bound by both Yap4 and Yap6, 47
displayed an alteration in gene expression pattern (data
not shown). The expression pattern of the remaining
genes was unchanged. These results indicate that the
pattern of expression of a number of genes are dependent
on Yap4 and/or Yap6. Other factors might contribute

Figure 6. (A) The three main expression patterns following salt induction. (Top panel) Mean and standard deviation of fold change in
expression (on a log[2] scale, normalized to 0 at t = 0 min) for expression pattern #1, where the difference between the greatest and least
value is <0.5 U. (Bottom panel) Mean and standard deviation of normalized fold change in expression for patterns #2 (red) and #3 (green);
For illustrative purposes pattern #2 is shown in the interval [0,1] and pattern #3 values are shown in the interval [0,�1], to indicate that
the first has an up-then-down behavior, and the second has a down-then-up behavior. (B) Number of promoters bound by Yap4 (left

panel) or Sko1 (right panel) with the indicated binding time-course pattern for genes grouped according to their expression pattern.
Colors denote fold enrichment relative to expected numbers, assuming random segregation of the groups. Asterisks indicate
significance of the enrichment: (*) P < 0.05; (**) P < 1e-6. (C) Number of promoters bound by the indicated transcription factors at
the indicated time after salt induction for genes grouped according to their expression time course pattern (top panel), their Yap4-
binding time-course pattern (middle panel), and Sko1-binding time-course pattern (bottom panel). Colors denote fold enrichment
relative to expected numbers, assuming random segregation of transcription factors among the groups. Asterisks indicate significance of
the enrichment: (*) P < 0.05; (**) P < 1e-6.
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to the expression pattern of the remainder, which is
consistent with the hypothesis that the different factors
may be redundant with one other for controlling gene
expression.

A dynamic transcription network controls the salt
response of yeast

The binding patterns of the different components allowed
us to construct a regulatory network for the different
factors relative to one another (Fig. 7A). We find a highly
interconnected network whose connections change with
time of induction. Sko1 is at the top of the network, and
binds many other targets including Msn2, Msn4, Yap4,
and Yap6 at both 0 min and 30 min. Yap4, Yap6, Skn7, and
Msn2 also bind many other regulators in the network.
Interestingly, of all these, only Msn2 and Msn4 binding is
activated at 30 min, and thus is presumably a key
activator of the response. Of the downstream targets in
the networks it is interesting to note that Msn4, Yap6,
and Yap4 are targets of many other regulators (target
hubs).

This network has many interesting feed-forward loops
(e.g., Alon 2007). Msn2 is involved as an intermediate in

three feed forward loops from Sko1 (to Yap4, Yap6, and
Msn4). Given that Msn2 localize to the nucleus only after
salt induction, while Sko1 binding changes very little
after induction, these feed-forward loops up-regulate
these three transcription factors in a Sko1- and salt-
specific manner. It is also interesting to note that the
connection from Sko1 to Msn4 has two feed-forward
loops involving Msn2 and Yap6 as intermediates, and
that the connection from Sko1 to the intermediate
connection Yap6 itself has a feed-forward connection
involving Msn2. Such feed-forward loops have been
suggested to serve as mechanisms to filter noise in
environmental stimuli of gene expression. Thus, it would
be interesting to investigate whether this arrangement of
feed-forward loops enables Msn4-regulated genes to have
a higher salt threshold for activation than either Msn2 or
Yap6.

Each of these factors likely regulates many other genes.
Figure 7B show that Msn1, Msn2, Skn7, Sko1, Yap4, and
Yap6 bind a total of 88 other DNA-binding protein genes.
Of these, SWI1, GAT1, BDF1, ROX1, HMS1, and GAT2
are each bound by five of the nine factors studied, and
YOR315W, XBP1, TYE7, SUT2, SUT1, PHO1, NRG1,
MSN4, IXR1, ASF1, SNF11, SFP1, NET1, MIG2, and CBF2

Figure 7. (A) Regulatory network for the nine transcription factors indicated as deduced from their binding to each others’ promoters.
(B) Regulatory network showing genes with the GO functional category ‘‘DNA-binding protein’’ and ‘‘Transcriptional regulatory
protein’’ that are bound in their promoters by the transcriptional factors studied here (larger circles). Arrows point from the
transcription factor to the gene whose promoter it binds. For clarity, a number of genes having the same edge type and source node
are grouped inside ovals. (Pink solid arrows) Binding at 30 min post-induction only; (dashed pink arrow) binding at 0 min only; (solid
black arrow) binding at both 0 min and 30 min; (black dashed arrows) binding at 30 min, undetermined at 0 min.
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are each bound by four of them. Fifty-four transcription
factor genes are bound by Yap4, 44 by Yap6, 34 by Sko1,
and 30 by Skn7. Of the transcription factors that we
studied, three, Yap4, Yap6, and Smp1, likely autoregulate
as they bind their own promoters, while Yap4 and Yap6,
and Skn7 and Yap4 bind to one another (Supplemental
Figure S3). Thus, many regulators are themselves regu-
lated by the salt response network.

Many of the connections are likely to be dynamic. For
the transcription factors that we assayed at both 0 min
and 30 min there were many more DNA-binding
proteins bound at 30 min than at 0 min. Besides the 43
distinct DNA-binding protein genes bound at both 0 min
and 30 min, there were five bound at only the 0-min time
point and 64 bound at only the 30-min time point. Thus,
many regulatory connections are induced during the
response.

The different transcription factor targets are often key
regulators of cellular processes. For example, Sfp1 and
Crf1 are targets of Yap4 and are important for ribosomal
protein synthesis, Rpn4 is a target of Skn7 and involved in
proteosome function, and Rtg3 is a target of Yap4 and
regulates the Tor nutrient response pathway. These
results indicate that the upstream factors not only di-
rectly bind to promoters of genes involved in cellular
processes, but they also bind the regulators that control
the same processes. Thus, a comprehensive control of
cellular events is likely induced during the inductive
response.

Discussion

In this study, we examined the dynamics of binding of key
factors involved in a rapidly inducible process: the salt
response of yeast. We examine two factors with complex
patterns of binding: They are already bound at the initial
time point, and exhibited increased numbers of binding
sites at latter times (Fig. 2). A variety of binding patterns
were revealed, including (1) constitutive binding (Yap4
and Sko1, Class 1), (2) rapid binding (Yap4 and Sko1, Class
2) (3) delayed binding (Yap4, Class 3), (4) transient binding
(Sko1, Class 3; Yap4, minor Class 4), and reduced binding
(Yap4, minor Class 5). These patterns indicate that even
for individual factors complex patterns occur and define
temporal classes of binding pattern used by eucaryotic
regulators (Fig. 8). Correlation with targets bound by
other factors that we also mapped revealed many associ-
ations among the different factors. In some cases (Yap4–
Yap6 and Smp1–Sko1) the coassociations were consistent
with the binding patterns and with motif analysis,
suggesting that the two factors cooperate to binding to
their targets.

One important aspect of our study was to integrate
binding and its dynamics with expression patterns. In
many cases the association of individual factors corre-
lated with expression patterns. For example, induction of
rapid Yap4 binding (Class 2) at many targets correlates
well with the induction of gene expression (Fig. 6B).
However, many other interesting patterns also exist.
For example, many constitutive targets (Class 1) bound

by Yap4 and Yap6 actually exhibit a transient reduction in
gene expression upon addition of salt. Presumably other
parameters affect the outcome of these Yap4-bound
targets, such as binding of other factors and modification
of the proteins. Importantly, these results demonstrate
that it is not only critical to find the gene targets, but the
pattern of binding is likely to have an important role on
the outcome. These results further demonstrate the
importance of monitoring the dynamics of both binding
and gene expression.

Many Yap4 and Sko1 targets are constitutively bound
(Class 1). It is likely that other factors help regulate many
of these genes. Consistent with this interpretation, Msn2
(which is not present at 0 min) preferentially associates
with Yap4 constitutive targets (Class 1) to activate their
expression. Likewise, it is important to note that our
analyses primarily focused on whether a target was bound
or not. For many targets it is likely that the amount of
binding in the promoter regions also changes and may
mediate effects on gene expression.

Another important aspect of our study is that different
combinations of factors appear to function together to
regulate distinct sets of genes. For example, it appears
that many factors (Yap4, Yap6, and Sko1) associate to
regulate transporters. Thus, understanding the synergism
among these different factors is crucial for understanding
their functional role in a cell. Such information is vital
for deciphering the regulatory code in eukaryotes. Indeed,
for a complex process in which many cellular changes
are regulated by a large number of factors it is essential
to map the targets of many of these to fully understand
the manner in which the suite of cellular events is
regulated.

To help elucidate the specific combinations that pref-
erentially associate to regulate genes set we require
reasonable numbers of targets to attain statistical signif-
icance. One limitation with the approach used in this
study is that many combinations target small number of
genes, and thus their significance cannot be ascertained
yet these associations are likely to be functional in many
cases. Therefore, other approaches are important for
directing ascertaining the function of these associations.

Figure 8. Types of temporal patterns of transcription factor
binding. Patterns are based on those observed in Figure 2, as well
as their equivalents with the opposite behavior (i.e., dissociation
vs. binding). (A) Constitutive binding. (B) Rapid binding. (C)
Delayed binding. (D) Transient binding. (E) Rapid dissociation.
(F) Delayed dissociation. (G) Transient dissociation.
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In addition, it is likely that not all factors involved in the
salt response have been analyzed (see motifs in Fig. 4) and
thus, coassociations cannot be correlated in these cases.
In the future it will also be useful to analyze factors such
as Pho4, Sok2, Pdr3, Ume6, and other factors (e.g., Hal8
and Hal9) to determine their role in mediating expression
during this response (Mendizabal et al. 1998).

Our study provides insight into the regulation of
regulatory network underlying an inducible response. A
hierarchy was established with many dynamic steps and
many constitutive connections. We found that many
highly connected factors such as Sko1, Yap4, and Yap6
are constitutively bound at other regulators. In contrast,
Msn2, which is normally cytosolic, is known to trans-
locate to the nucleus under stress (Gorner et al. 1998;
Mayordomo et al. 2002), resides at a key location in the
network, and presumably is a key player in activation of
the entire network.

Together, the control genes at the top of the network
regulate a very large number of targets, both transcription
factors and genes directly involved in cellular process. For
example, Yap4 binds Sfp1, a regulator of ribosome bio-
synthesis, as well as directly binding promoters for
ribosomal components. Why is the process so elaborate?
Presumably, in a complex network such as the salt
response, a large number of cellular processes are con-
trolled such as metabolism, protein synthesis, and pro-
teolysis, as evident by the gene expression changes. In
order for cells to survive the process must be very rapid.
Thus, direct regulation of the expression of components
as well as their regulators, provides a comprehensive
approach for regulating the cell state. Presumably other
regulatory mechanisms such as protein modifications
further control the state of the cell. In this respect many
of the transcription factors analyzed such as Sko1, Smp1,
Msn1, Msn2, and Msn4 are involved in Hog1-dependent
responses that can regulate proteins by protein phosphor-
ylation as well as transcriptionally (Proft et al. 2001; Proft
and Struhl 2002; de Nadal et al. 2003; Hohmann et al.
2007).

We found previously that for a developmental response
downstream, ‘‘targets hubs,’’ which are bound by many
factors, can serve as master regulators for inductive
processes (Borneman et al. 2006). Interestingly, in the
salt response network we found that overexpression of
both upstream and downstream components (e.g., Sko1,
Yap4, Msn2, and Msn4) can activate resistance to salt, at
least partially (X Zhu and M Snyder, unpubl.; data not
shown). We speculate that in a rapid defense response
such as exposure to toxic conditions, it is critical to have
upstream components quickly activating biological
responses for cell survival. In contrast, a developmental
response, which leads to a major and sometimes irrevers-
ible commitment, presumably reads many upstream
signals before committing to a response through a master
regulator. Finally, we note that the salt response and
Hog1 pathways are highly conserved among eucaryotes
(Hohmann 2002); therefore, we expect that the principles
learned in this study will be generally applicable to many
organisms.

Materials and methods

Yeast strains and growth conditions

S. cerevisiae strains were all derived from BY4741 (leu2D0

ura3D0 met15D0 his3D1), which has an S288C background. For
the induction of salt response, S. cerevisiae strains were first
grown overnight to mid-exponential phase (OD 600 = 0.6) at 30°C
in liquid minimal medium (SD; 2% glucose, 0.5% 38 mM
ammonium sulphate, 0.17% yeast nitrogen base, 5 mM uracil),
then treated with 0.6 M NaCl (generated using a 5 M stock
solution) at 30°C. Samples were then harvested by vacuum
filtration at different time points. For the time course of ChIP
chip analysis, yeast cells were collected at 0, 5, 15, 30, and 45 min
after salt induction, for gene expression analysis, yeast cells were
collected at 0, 15, 22, 30, 45, and 60 min after salt induction.

Gene deletion, epitope tagging, and Western blotting

S. cerevisiae genes were epitope-tagged using the long-primer
PCR approach and the plasmid pFA6a-13myc-KanMX as a tem-
plate (Lorenz et al. 1995; Longtine et al. 1998). PCR products
were transformed into the haploid strains BY4741 using a lithium
acetate (LiAc) technique (Gietz and Woods 2002). Transformants
were selected by growth on YPD plates containing 200 mg/mL
G418. Strains were tested for correct integration by PCR.
Western blots were performed on protein lysates prepared from
induced (see above) cells. Following SDS-PAGE and transfer to
nitrocellulose, fusion proteins were detected using anti-myc
antibody (monoclonal 9E10, 1:2000 dilution) and visualized by
chemiluminescence. Although the kinetics of binding could be
affected by the epitope tags, the tagged proteins appeared to be
functional as evident by resistance to salt treatment, similar to
wild-type cells.

ChIP DNA labeling and array hybridizations

ChIPs and DNA labeling were performed as described previously
(Borneman et al. 2006). Hybridizations were carried out accord-
ing to manufacturer’s protocols (Nimblegen LLC) using custom-
designed microarrays (Borneman et al. 2006). Chip chip data has
been deposited at the NCBI GEO site with the accession
GSE15639 and at http://archive.gersteinlab.org/proj/yeast_salt.
A list of targets are present in Supplemental Table S3.

Expression array hybridizations

Total RNA was extracted from Ribopure Yeast kit (Ambion) and
treated for 30 min at 37°C with RNase-free DNase I (Ambion).
Poly(A) RNA was purified with Micro Poly(A) purist kit accord-
ing to the manufacturer’s instructions (Ambion). Dye-labeled
cDNA was prepared from 1 mg of poly(A) RNA (amino-allyl
cDNA labeling kit, Ambion) and hybridized to microarrays that
were spotted with 70-mer oligonucleotide probes representing all
of the ORFs of S. cerevisiae (Yeast AROS version 1.1, Qiagen).
Gene expression lists are presented in Supplemental Table S4.
The hybridization data are available at http://archive.gersteinlab.
org/proj/yeast_salt.

PCR validation of binding

PCR validation of the ChIP chip results were performed as
described previously (Borneman et al. 2006). qPCR was per-
formed using a Roche LightCycler 480. Fold enrichment of
tagged versus untagged signal was calculated for each primer
pair; for these measurements the average level of enrichment
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observed with three control (i.e., nontarget regions) was sub-
tracted to correct for small differences in the level of input DNA.
Each qPCR value presented represents the average of three
independent measurements of fold enrichment for each inter-
genic region.

Data processing and analysis

Expression slides were scanned using a Genepix 4000A scanner
(Axon Instruments) and analyzed using Genepix 3.0 (Axon
Instruments). Following scanning, Genepix result (.gpr) files
were uploaded to the Express Yourself Web site (http://array.
mbb.yale.edu/analysis) (Luscombe et al. 2003) for normalization.

Tiling data was obtained with custom-designed microarrays as
described in Borneman et al. (2006). Tiling array data was
preprocessed in the following manner. First, data quality on
the microarray was checked for any gross imperfections or
abnormal signal heterogeneities. Spatial artifacts were removed
by normalizing each probe’s value to the mean of a 25 3 25
feature square surrounding it. In order to avoid artificially high
values due to cross-hybridization by highly homologous se-
quences from other parts of the genome, probes belonging to
sequence repeats (telomere sequences, LTRs, rRNA genes, trans-
posons) were removed. Next, data from three biological repli-
cates were combined by quantile normalization and averaged
across a moving window of 10 probes, as described in Royce et al.
(2006).

The logarithm of the red/green signal ChIP chip data was
assumed to be the summation of a ‘‘background’’ component and
a specific signal. The background component was assumed to be
symmetrical and centered at zero, while the specific signal was
only positive. Thus, all data was normalized by shifting the
histogram of the signal values so its mode was at zero and scaled
so the left flank of its histogram corresponded to a standard
deviation of 0.1. A threshold corresponding to false discovery
rate (FDR) = 0.01, was selected such that the ratio of the area in
the histogram to the right of the threshold value for the assumed
null signal distribution to that of the specific signal distribution
was equal to 0.01. The signal histogram for Msn2 and Msn4 at
0 min, when these two transcription factors are not localized to
the nucleus and therefore unable to bind DNA (Gorner et al.
1998; Mayordomo et al. 2002), was nearly symmetrical, validat-
ing this method of subtracting the background component of the
signal (Supplemental Fig. S1).

In the case of Yap4 and Sko1, for which binding data was
obtained for five time points, the data for the different time
points was normalized using the qPCR data. In the qPCR
experiment, 42 genomic regions of about 200-nucleotide (nt) size
were assayed on the same day for all five time points by
amplification by qPCR after ChIP. By plotting the signal from
qPCR and ChIP chip, the data from the two methods were found
to be tightly correlated (r > 0.90). The ChIP chip data was
calibrated against the qPCR data, by plotting each ChIP chip
data set against its corresponding qPCR data, after shifting the
qPCR data so the regression line went through the origin. Then
all ChIP chip data was multiplied with a correction factor that
equalized the slopes of the calibration curves to their average.

Peaks were mapped from the signal map at where the slope of
a regression line inside a 25-probe moving window shifted sign
(i.e., went through zero). The signal value of the peak was taken
as the average of a 400 base stretch centered at the peak point. To
create a high-confidence time-course data set for Yap4 and Sko1,
only the target regions that had above-threshold values in two
consecutive time points after induction were used. Missing data
for such targets were filled in with the measured signal even if
below threshold.

In assigning a binding site to a promoter, we arbitrarily de-
fined the promoter region of a gene to start at either the boundary
of its upstream ORF or 1000 bp upstream of the beginning of
its own ORF, whichever is nearer, and end at 50 nt inside the
ORF. It was noteworthy that the number of binding sites that fell
within the promoters ranged from ;81% to 22% (Supplemental
Table S1). The transcription factors bound at the promoters of
ORFs and their expression levels relative to time = 0 min are
listed in Supplemental Table S6.

Clustering of the binding time courses

Clustering of the binding time courses was performed by
hierarchical clustering, after rescaling the data to a maximum
of 1, and using 1 minus correlation coefficient as a distance
metric. The resultant clusters were similar to those obtained by
clustering using the portioning around medoids (PAM) algo-
rithm (Kaufman and Rousseeuw 1990). The optimal number of
clusters was determined by the silhouette method (Kaufman and
Rousseeuw 1990). For clustering expression data, first, the signal
that was unchanging across time (maximum minus minimum
<0.5 log2 units) was removed, then the remaining signal was
normalized by setting the maximum to 1 and the minimum to 0.

GO enrichment and motif analysis

GO analysis was conducted with the GO Term Finder service at
the Sacchromyces Genome Database (http://www.yeastgenome.
org), using as the background set only ORFs of status ‘‘unchar-
acterized’’ or ‘‘verified.’’

Motif analysis was performed with MEME, MDscan, and
Bioprospector (Bailey and Elkan 1994; Liu et al. 2001, 2002).
The identified motifs were assigned to transcription factors using
the database of yeast transcription factors based on MacIsaac
et al. (2006), Badis et al. (2008), and Zhu et al. (2009), using the
Web service STAMP (Mahony and Benos 2007). Network dia-
grams were generated with Cytoscape (Shannon et al. 2003).

The significance of the number of overlapping elements in two
lists of genes was estimated by using the accumulative distribu-
tion of hypergeometric distribution, using the phyper function in
R: P-value = phyper[min(n1, n2), n1, n � n1, n2] � phyper(m � 1,
n1, n � n1, n2), where n is the total number of genes, n1 is the
number of genes in one list, n2 is the number of genes in the
second list, and m is the number in the overlap between the two
lists.
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