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A Bayesian Networks Approach
for Predicting Protein-Protein
Interactions from Genomic Data
Ronald Jansen,1* Haiyuan Yu,1 Dov Greenbaum,1 Yuval Kluger,1

Nevan J. Krogan,4 Sambath Chung,1,2 Andrew Emili,4

Michael Snyder,2 Jack F. Greenblatt,4 Mark Gerstein1,3†

We have developed an approach using Bayesian networks to predict protein-
protein interactions genome-wide in yeast. Our method naturally weights and
combines into reliable predictions genomic features only weakly associated
with interaction (e.g., messenger RNA coexpression, coessentiality, and colo-
calization). In addition to de novo predictions, it can integrate often noisy,
experimental interaction data sets. We observe that at given levels of sensi-
tivity, our predictions are more accurate than the existing high-throughput
experimental data sets. We validate our predictions with TAP (tandem affinity
purification) tagging experiments. Our analysis, which gives a comprehensive
view of yeast interactions, is available at genecensus.org/intint.

Many fundamental biological processes in-
volve protein-protein interactions, and
comprehensively identifying them is im-
portant to systematically defining their cel-
lular role. New experimental and computa-
tional methods have vastly increased the
number of known or putative interactions,
cataloged in databases (1–7 ). Much genom-
ic information also relates to interactions
indirectly: Interacting proteins are often
significantly coexpressed (as shown by mi-

croarrays) and colocalized to the same sub-
cellular compartment (8, 9).

Unfortunately, interaction data sets are of-
ten incomplete and contradictory (10–12). In
the context of genome-wide analyses, these
inaccuracies are greatly magnified because
the protein pairs that do not interact (nega-
tives) far outnumber those that do (positives).
For instance, in yeast, the �6000 proteins
allow for �18 million potential interactions,
but the estimated number of actual interac-
tions is �100,000 (10, 13, 14). Thus, even
reliable techniques can generate many false
positives when applied genome-wide. This is
similar to a diagnostic with a 1% false-
positive rate for a rare disease occurring in
0.1% of the population, which would roughly
produce one true positive for every 10 false
ones. Further information is necessary.

Consequently, when evaluating protein-
protein interactions, one needs to integrate evi-
dence from many different sources (15–17).
Here, we propose a Bayesian approach for inte-

grating interaction information that allows for the
probabilistic combination of multiple data sets
and demonstrate its application to yeast (18). Our
approach can be used for combining noisy inter-
action data sets and for predicting interactions de
novo, from other genomic information. The basic
idea is to assess each source of evidence for
interactions by comparing it against samples of
known positives and negatives (“gold-stan-
dards”), yielding a statistical reliability. Then,
extrapolating genome-wide, we predict the
chance of possible interactions for every protein
pair by combining each independent evidence
source according to its reliability. We verified our
predictions by comparing them against existing
experimental interaction data (not in the gold-
standard) as well as new TAP (tandem affinity
purification) tagging experiments.

Among the many possible machine-
learning approaches that could be applied to
predicting interactions (ranging from simple
unions and intersections of data sets to neural
networks, decision trees, and support-vector
machines), Bayesian networks have several
advantages (19): They allow for combining
highly dissimilar types of data (i.e., numeri-
cal and categorical), converting them to a
common probabilistic framework, without
unnecessary simplification; they readily ac-
commodate missing data; and they naturally
weight each information source according to its
reliability. In contrast to “black-box” predictors,
Bayesian networks are readily interpretable as
they represent conditional probability relation-
ships among information sources.

The gold-standard data set on which we
train (“parameterize”) the Bayesian network
should ideally be (i) independent from the data
sources serving as evidence, (ii) sufficiently
large for reliable statistics, and (iii) free of
systematic bias. We used the MIPS (Munich
Information Center for Protein Sequences)
complexes catalog as the gold-standard for pos-
itives (6). This hand-curated list of proteincom-
plexes is based on the literature [8250 pairs
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in our filtered version (19)]. A negatives gold-
standard is harder to define, but essential for
successful training. Thus, we synthesized neg-
atives from lists of proteins in separate subcel-
lular compartments (9). Our positive and nega-
tive gold-standards satisfy the first two criteria
and provide a good practical solution for the
third. Hence, our goal, precisely defined, was to
predict whether two proteins are in the same
complex, not whether they necessarily had di-
rect physical contact.

As a measure of reliability, the overlap of
information sources (i.e., “interaction data
sets,” which could either be noisy experimental
data or sets of genomic features) with the gold-
standards can be expressed in terms of a “like-
lihood ratio.” For example, consider a genomic
feature f expressed in binary terms (i.e.,
“present” or “absent”). The likelihood ratio
L( f ) is then defined as the fraction of gold-
standard positives having feature f divided by
the fraction of negatives having f. For two
features f1 and f2 with uncorrelated evidence,
the likelihood ratio of the combined evidence is
simply the product L( f1, f2) � L( f1)L( f2). For
correlated evidence, L( f1, f2) cannot be factor-
ized in this way. Bayesian networks are a for-
mal representation of such relationships be-
tween features. The combined likelihood ratio
is proportional to the estimated odds that two
proteins are in the same complex, given multi-
ple sources of information.

We predict a protein pair as positive if its
combined likelihood ratio exceeds a particular
cutoff (L � Lcut) (negative otherwise). To get
an overall assessment of how the prediction
performs, we segmented the gold-standard into

separate training and testing sets (using a sev-
enfold cross-validation protocol). Then we
evaluated the number of true- (TP) and false-
positive (FP) predictions in the testing set. Fi-
nally, we applied the Bayesian network beyond
the testing set, computing likelihood ratios for
all possible protein pairs in the genome.

Figure 1 schematically shows the infor-
mation sources and results of our calcula-
tions. We term the results “probabilistic in-
teractomes” (PIs), in which each protein pair
is associated with a probability measure for
being in the same complex (i.e., likelihood
ratio L). Our procedure not only allows com-
bining existing experimental interaction data
sets (resulting in a PI-experimental or “PIE”),
but also the de novo prediction of protein
complexes from genomic data sets (when the
input data are not interaction data sets per se,
resulting in a PI-predicted or “PIP”).

We combined four interaction data sets
from high-throughput experiments into the
PIE (1–4) (Fig. 1B). The PIE represents a
transformation of the individual binary-
valued interaction sets into a data set where
every protein pair is weighted according to
the likelihood that it exists within a complex.

We computed the PIP from several genomic
data sources: the correlation of mRNA amounts
in two expression data sets (one with temporal
profiles during the cell cycle, one of expression
levels under 300 cellular conditions), two sets of
information on biological function, and informa-
tion about whether proteins are essential for sur-
vival (6, 20–22). Although none of these infor-
mation sources are interaction data per se, they
contain information weakly associated with in-

teraction: Two subunits of the same protein com-
plex often have coregulated mRNA expression
and similar biological functions and are more
likely to be both essential or nonessential (8).

For computing the PIE and the PIP, we used
two different types of Bayesian networks: a
“naı̈ve” network for the PIP and a fully con-
nected one for the PIE (19). The naı̈ve network
is simpler to compute but requires information
sources with essentially uncorrelated evidence.
In contrast, the fully connected Bayesian net-
work accommodates correlated evidence,
which is the case for the four experimental
interaction data sets.

Finally, we combined the PIP, PIE, and
gold-standard into a total PI (PIT), which
represents our most comprehensive view of
the known and putative protein complexes in
yeast (23). Because the PIP and PIE data
provide essentially uncorrelated evidence for
protein-protein interactions, we chose a naı̈ve
network to construct the PIT.

Figure 1C gives an overview of how we
compared the PIP, PIE, gold-standard, and our
new experiments. In particular, Fig. 2 shows the
performance of the integration resulting in the
PIP and PIE. When tested against the gold-
standard, we observed that the ratio of true to
false positives (TP/FP) increases monotonically
with Lcut, confirming L as an appropriate mea-
sure of the odds of a real interaction. Conser-
vatively estimated, protein pairs with L � 600
have a better than 50% chance of being in the
same complex, suggesting Lcut � 600 as a
useful threshold (19). Unless otherwise noted,
we use this throughout our analysis. It gives
9897 predicted interactions from the PIP and

Fig. 1. The information sources integrated in our analysis and their
comparison with each other. (A) The three different types of data used:
(i) Interaction data from high-throughput experiments. These comprise
large-scale two-hybrid screens (Y2H) (1, 2) and in vivo pull-down exper-
iments (3, 4). (ii) Other genomic features. We considered expression
data, biological function of proteins (from Gene Ontology biological process and the MIPS functional
catalog), and data about whether proteins are essential (6, 19–22). (iii) Gold-standards of known interac-
tions and noninteracting protein pairs. (The MIPS functional catalog differs from the MIPS complexes
catalog used for the gold-standard.) (B) Combination of data sets into probabilistic interactomes. (C)
Comparison of the probabilistic interactomes with the gold-standards and our new experimental data.
Numbers next to the arrows indicate which figures refer to these various comparisons.
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163 from the PIE. In contrast, likelihood ratios
derived from single genomic features (e.g.,
mRNA coexpression) or from individual inter-
action experiments (e.g., the Ho data set) did
not exceed the cutoff when used alone, with
TP/FP values far below 1. This demonstrates
that information sources that, taken alone, are
only weak predictors of interactions can
yield reliable predictions when combined.

The PIP had a higher sensitivity than the
PIE for comparable TP/FP ratios (Fig. 2C).
(“Sensitivity” measures coverage and is defined
as TP/P, where P is the number of gold-
standard positives.) Specifically, the sensitivity
of the PIP is �27% at our cutoff. This may
seem low, but compares favorably with the PIE,
which had a sensitivity of less than 1%. This
means that we can predict, at comparable error
levels, more complex interactions de novo than
are present in the high-throughput experimental
interaction data sets.

One might ask whether simpler voting pro-
cedures can match the performance of more

complicated machine-learning methods such as
Bayesian networks. To test this hypothesis, we
compared the PIP with a voting procedure
where each of the four genomic features con-
tributes an additive vote toward positive classi-
fication. We found that the Bayesian network
achieved greater sensitivity for comparable TP/
FP ratios (Fig. 2C) (19).

Figure 3 shows parts of the PIP and PIE
graphs and how these compare with the gold-
standard and our new experiments. First, to
test whether the thresholded PIP was biased
toward certain complexes, we looked at the
distribution of predictions among gold-stan-
dard positives (Fig. 3A); they were roughly
equally apportioned among the different
complexes, suggesting a lack of bias.

We have thus far treated all interactions as
independent. However, the joint distribution of
interactions in the PIs can help identify large
complexes: An ideal complex should be a
“clique” in an interaction graph (i.e., a subgraph
with N(N � 1)/2 links between N proteins).

Although this rarely happens in practice, be-
cause of incorrect or missing links, large com-
plexes tend to have many interconnections
within them, whereas false-positive links to out-
side proteins tend to occur randomly, without a
coherent pattern (Fig. 4).

Figure 3B shows parts of the thresholded
PIP that are restricted to proteins with �20
links (23), highlighting large complexes. Some
predicted complexes overlap with the gold-
standard positives (cytoplasmic ribosome) or
the PIE (exosome, RNA polymerase I, 26S
proteasome). Comparison with the gold-
standard negatives showed where the PIP likely
produced false complexes. Many protein asso-
ciations only appear in the PIP and thus poten-
tially represent new interactions and complex-
es. An interesting example is the mitochondrial
ribosome; it has appreciable overlap with both
gold-standard positives and the PIE and con-
tains plausible, newly predicted interactions
with three proteins (19).

To further test the predictions in the PIP,
we conducted TAP-tagging experiments, in
which a protein expressed at its normal intra-
cellular concentration (“bait”) is tagged and
used to “pull down” endogenous protein
complexes. We picked 98 proteins as TAP-
tagging baits. These produced 424 experi-
mental interactions overlapping with the PIP
thresholded at Lcut � 300. (Of these, 185, in
turn, overlapped with gold-standard posi-
tives, and 16 with negatives, highlighting the
reliability of our experiments.)

Figure 3C shows three examples of the
overlap between the PIP and TAP-tagging. We
predicted that the putative DEAD-box RNA
helicase Dbp3 interacts with three other RNA
helicases (Hca4, Mak5, and Dbp7), with pro-
teins implicated in ribosomal RNA (rRNA) me-
tabolism (e.g., Nop2, Rrp5, Mak5, and compo-
nents of RNA polymerase I), and with Nsr1, the
yeast homolog of mammalian Nucleolin and a
GAR domain–containing protein (24). When
Dbp3 was TAP-tagged and purified, we found
previously unknown interactions with Nsr1,
Hca4, and Nop1, connecting Dbp3 with known
rRNA-processing proteins. Further purifica-
tions with TAP-tagged versions of Mak5, Rrp5,
Dbp7, Dbp3, Nsr1, Hca4, and Nop2 verified the
physical association.

The nucleosome, a fundamental unit with-
in chromatin, provides a second example of
overlap. It is composed of eight histones (two
H2A, two H2B, two H3, and two H4), which
can block RNA polymerase II progression.
This blockage is relieved upon interaction
with the FACT complex (also known as SPN
or yFACT), which consists of Spt16 and
Pob3 in yeast. Mammalian Pob3 has a high
mobility group (HMG) domain for interac-
tion with histones; however, yeast Pob3 lacks
this domain. Instead, the HMG protein Nhp6
(with two virtually identical isoforms,
Nhp6A and Nhp6B) binds histones (25–27).

Fig. 2. Comparison of PIP and PIE with each
other and with the individual information
sources. (A) The TP/FP ratio as a function of Lcut
for the PIP and the individual data from which
it was computed. The ratio is computed as
follows:

TP�Lcut	/FP�Lcut	 � 
 L � L cutpos�L	/
L � Lcut
neg�L	

where pos(L) and neg(L) are the number of
positives and negatives in the gold-standard
with a given likelihood ratio L. The vertical line
indicates our standard threshold Lcut � 600. (B)
The same plot as in (A), but for the PIE. (C)
Comparison of TP/FP ratios between the PIP
and PIE. The abscissa represents the sensitivity
of the probabilistic interactomes. The gray area
indicates the gain of sensitivity of the PIP over
the PIE for equal TP/FP ratios. The arrow shows
the difference in sensitivity at TP/FP � 0.3. At this level, the PIP contains 183,295 protein pairs, of
which 6179 are gold-standard positives (75% sensitivity), whereas the PIE contains 31,511 protein
pairs and 1758 gold-standard positives among these (21% sensitivity). This difference in sensitivity
between PIE and PIP illustrates the value of the de novo prediction. It also reflects, to some degree,
that the experiments were done only on subsets of the genome and may have been measuring
different types of interactions than the complexes’ gold-standard, which we used to parameterize
the PIP. The white circles show the performance of a voting procedure in which each of the four
genomic features (from which we computed the PIP) contributed an additive vote. There are four
possible outcomes in the additive voting procedure, depending on how many data sets contribute
a positive vote (19).
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[Nhp6 also binds DNA in competition with
the nucleosome (28).] Our thresholded PIP
and experimental data document a specific
interaction between Nhp6A and Hhf1 (H4),

pinpointing the contact between the nucleo-
some and Nhp6 to the H3-H4 heterodimer
(Hhf1 and Hht1). This is plausible; because
Nhp6 has been shown not to influence nu-

cleosome reassembly (29), it is unlikely that
it binds with the H2A-H2B dimer, which
needs to reassociate with the nucleosome af-
ter binding FACT.

Fig. 3. Representations of the thresholded PIP (de novo
prediction) compared with different data sets. (A) The
complete set of gold-standard positives and their over-
lap with the PIP. The PIP (green) covers 27% of the
gold-standard positives (yellow). (B) A graph of the
largest complexes in the PIP, i.e., only those proteins in
the thresholded PIP having �20 links. (Left) Overlap-
ping gold-standard positives are shown in green, PIE
links in blue, and overlaps with both the PIE and gold-
standard positives in black. (Right) Overlapping gold-
standard negatives are shown in red. Regions with
many red links indicate potential false-positive predic-
tions. (C) Three PIP complexes that we partially verified
by TAP-tagging. Each complex contains the proteins
linked to a central protein (gray) after thresholding the
PIP at Lcut � 300. Interactions verified by our TAP-
tagging are shown in dark blue and PIE links in light
blue; gray links indicate where TAP-tagging overlapped
with PIE links.
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The replication complex, a third experimen-
tal validation of the PIP, assembles and dissem-
bles from transiently interacting subcomplexes
(e.g., MCM proteins, ORC, and polymerases)
throughout the cell cycle (8, 30). Our predicted
and experimentally verified interactions connect
it, probably transiently, to another subcomplex,
replication factor A (RFA, composed of Rfa1,
Rfa2, and Rfa3). Specifically, we predicted and
verified interactions between RFA and two pro-
teins associated with other replication subcom-
plexes: Rfa2 with Top2 (a component of the
nuclear synaptonemal complex) and Rfa1 with
Pri2 (DNA polymerase �–primase subunit).

Finally, we predicted and verified by
TAP-tagging that two proteins involved in
translation elongation (Tef2 and Eft2) inter-
act. This is plausible given that protein elon-
gation is mediated by three factors in yeast:
EF-1� (Tef1, Tef2), EF-2 (Eft1, Eft2), and
EF-3 (Hef3, Yef3); most other eukaryotes
lack EF-3. Previous experimental data sug-
gest an interaction between yeast EF-1� and
EF-3 (31). An interaction between EF-1� and
EF-2 had not been demonstrated, although
this is reasonable given their similar roles in
elongation and their overlapping binding sites
on the ribosome (32).

In summary, we have developed a
Bayesian approach for integrating weakly
predictive genomic features into reliable
predictions of protein-protein interactions.
Our de novo prediction of complexes rep-
licated interactions found in the gold-
standard positives and PIE. In addition, we
confirmed several of our predictions with
new experiments. The accuracy of the PIP
was comparable to that of the PIE while
simultaneously achieving greater coverage.

Our procedure lends itself naturally to the
addition of more features, possibly further
improving results. We anticipate that protein-
protein interactions in organisms other than
yeast can be explored in similar ways.
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Transcriptional Repression of
Atherogenic Inflammation:
Modulation by PPAR�
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William A. Boisvert,2 Ronald M. Evans1†

The formation of an atherosclerotic lesion is mediated by lipid-laden macrophages
(foam cells), which also establish chronic inflammation associated with lesion
progression. The peroxisome proliferator-activated receptor (PPAR) � promotes
lipid uptake and efflux in these atherogenic cells. In contrast, we found that the
closely related receptor PPAR controls the inflammatory status of the macro-
phage.Deletionof PPAR fromfoamcells increased theavailabilityof inflammatory
suppressors, which in turn reduced atherosclerotic lesion area by more than 50%.
We propose an unconventional ligand-dependent transcriptional pathway inwhich
PPAR controls an inflammatory switch through its association and disassociation
with transcriptional repressors. PPAR and its ligandsmay thus serve as therapeutic
targets to attenuate inflammation and slow the progression of atherosclerosis.

Lipid-accumulating macrophages, or foam
cells, are the major component of the
atherogenic lesion. Loss of either of the

nuclear receptors PPAR� or liver X recep-
tor (LXR) � in the macrophage disables
lipid export and accelerates progression of
the atherosclerotic lesion (1–3), establish-
ing a transcriptional basis for lipid ho-
meostasis within coronary arteries (4, 5).

Synthetic ligands of the nuclear receptor
PPAR (also called PPAR�) modulate lipid
transport in monocytic cell lines through reg-
ulated expression of the scavenger receptor
CD36 and the efflux pump ABCA1 (6, 7). By
analogy with PPAR�, we hypothesized that
loss of PPAR in macrophages may also
disturb the dynamic balance of lipid uptake
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Fig. 4. TP/FP for subsets of the
thresholded PIP that only include
proteins with a minimum num-
ber of links. Requiring a mini-
mum number of links isolates
large complexes in the thresh-
olded PIP graph (Fig. 3B). Increas-
ing the minimum number of
links raises TP/FP by preserving
the interactions among proteins
in large complexes, while filtering
out false-positive interactions with
heterogeneous groups of proteins
outside the complexes.
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