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Abstract 

 
 
 We assessed the disease-causing potential of single nucleotide polymorphisms 
(SNPs) based on a simple set of sequence-based features. We focused on SNPs from 
dbSNP in G-protein-coupled receptors (GPCRs), a large class of important 
transmembrane (TM) proteins. Apart from the location of the SNP in the protein, we 
evaluated the predictive power of three major classes of features to differentiate between 
disease-causing mutations and neutral changes: (1) Properties derived from amino-acid 
scales, such as volume and hydrophobicity; (2) Position-specific phylogenetic features 
reflecting evolutionary conservation, such as normalized site entropy, residue frequency 
and SIFT score; and (3) Substitution-matrix scores such as those from the BLOSUM62, 
GRANTHAM and PHAT matrices. We validated this approach using a control dataset 
consisting of known disease-causing mutations and neutral variations. Logistic regression 
analyses indicated that position-specific phylogenetic features that describe the 
conservation of an amino acid at a specific site are the best discriminators of disease 
mutations versus neutral variations and integration of all the features improves 
discrimination power. Overall, we identify 115 SNPs in GPCRs from dbSNP that are 
likely to be associated with disease and thus are good candidates for genotyping in 
association studies. 



 3

Introduction 
 

 GPCRs are integral membrane proteins that include a large family of cell-surface 
receptors which are important in signal transduction processes. GPCRs recognize a wide 
range of extracellular ligands such as nucleotides, peptides, amines and hormones. 
GPCRs transduce these extracellular signals through interaction with guanine nucleotide-
binding (G) proteins (1,2). This triggers changes in the levels of intracellular messengers 
which set off a cascade of processes affecting a huge range of metabolic functions. Not 
surprisingly, they are important targets for the majority of prescription drugs such as β-
blockers for high blood pressure, β-adrenergic agonists for asthma and anti-histamine 
(H1 antagonist) for allergy (3,4). The main objective of this paper is to assess the disease-
causing potential of SNPs in GPCRs from the public database dbSNP (5). SNPs are 
single base variations between genomes within a species. SNPs are defined as variations 
that occur at a frequency of at least 1% and are primarily used as markers for genome-
wide mapping and study of disease genes. Additionally, it is also believed that these 
small genomic- level differences may be used to explain the differential drug-response 
behavior of individuals towards a drug and can be used to tailor drugs based on an 
individual’s genetic makeup (6-8). The tremendous promise that SNPs hold has spurred a 
lot of research aimed at identifying SNPs. The publication of the human genome and the 
availability of more than 4 million SNPs in the public database dbSNP provides us with 
an opportunity to perform large-scale ‘in silico’ analysis of SNPs. 
 

Given the important roles of GPCRs in many physiological processes and their 
pharmaceutical relevance as drug targets, understanding the role of sequence variations in 
GPCRs has potential implications for elucidating disease pathogenesis mechanisms and 
drug efficacy issues. To date, there has been only two  published reports of a systematic 
study of SNPs in GPCRs (9,10). Small and coworkers studied the variability in GPCR 
genes by sequencing 64 GPCR genes in an ethinically diverse group of 82 individuals.  
They reported that variability in GPCR genes were more than that observed in non-GPCR 
genes. Additionally, they found that about 38% of SNPs were in TM regions (9). Lee et 
al. have analyzed coding variations in GPCR genes from various public sources. In 
particular, they studied the distribution of SNPs amongst the various domains of GPCRs 
i.e. transmembrane, extracellular and intracellular regions. They found that disease-
causing variations were overrepresented in TM regions. In contrast, non-disease causing 
variations were underrepresented in TM regions (10). 

 
 With the explosion of data on the human genome and SNP discovery, it is 

essential to extract useful information from this deluge of data. Data mining of the public 
databases adds to the pool of useful information about disease genes. dbSNP has a 
heterogeneous collection of SNPs obtained by different methods and the quality of the 
SNP data is variable. It has been reported that approximately 40% of SNPs from dbSNP 
were absent from a proprietary “genecentric” database leading to the speculation that 
some of the SNPs in dbSNP may not be truly polymorphic (11). Another report estimates 
that 68% of nonsynonymous SNPs in GPCRs from dbSNP could be false positives based 
on experimental verification of a subset of SNPs in GPCRs (12). Hence there is a need 
for some kind of evaluation of SNPs from public databases to make them suitable targets 
for expensive association and genotyping studies.  
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 While SNPs are widely used as markers, some of these SNPs may directly explain 
the pathogenesis of diseases. Nonsynonymous SNPs in coding regions may directly affect 
the function of the protein either by disrupting the three-dimensional (3D) structure of the 
proteins dramatically or by subtle changes resulting in sub-optimal placement of 
important residues that affect active-sites, ligand-binding etc. Several groups have studied 
the effect of SNPs on protein structure and function using both sequence and 3D 
structure-based analyses. Ng and Henikoff have elegantly demonstrated the use of 
multiple sequence alignments to identify conserved amino acid positions that may be 
critical for protein function (13,14). They rationalized that an amino acid variation 
occurring in a conserved position is likely to affect the function of the protein They 
developed an algorithm named SIFT to evaluate the effect of amino acid changes at any 
position based only on sequence information. 
 
  Many other groups have assessed the effect of SNPs in soluble proteins on the 
basis of their location in the tertiary structure of protein. Chasman and Adams predicted 
that approximately 30% of nonsynonymous SNPs would affect protein function  based on 
both sequence and structure-based criteria(15). Sunyaev and coworkers estimate that 
approximately 20% of nonsynonymous SNPs will have deleterious effects on protein 
structure based on the location of SNPs mapped onto 3D structures and comparative 
sequence homology analyses (16). In a very thorough study, Wang and Moult developed 
a set of rules for predicting the effect of SNPs on protein function based on the results of 
in vitro studies of site-directed mutagenesis experiments in conjunction with data of 
known disease-causing mutations in the context of the 3D structures of proteins. They 
showed that SNPs resulting in deleterious amino acid changes predominantly affect the 
stability of proteins (17). Liang et al. mapped nonsynonymous SNPs from OMIM 
(18,19), a database consisting of human genetic disorders, on to the structural surfaces of 
proteins (20). Based on the geometric location of these structural sites, they showed that 
majority of disease-associated SNPs tend to be located in surface pockets or voids.  
 
 Although SNPs in soluble proteins have been evaluated computationally 
extensively based on the knowledge of 3D structure of proteins, a PubMed search for 
SNPs show numerous reports of coding SNPs (21,22) as mere observations and few 
attempts to infer their effect on protein function. There has also been less emphasis on the 
systematic analysis of SNPs in membrane proteins by ‘in silico’ methods due to the 
paucity of 3D structures for membrane proteins. 
 

Mutations that are lethal to an organism are never observed. Fatal mutations are 
extremely low frequency changes and are by definition not included as polymorphisms. It 
is believed that there are common variants that contribute to disease (23). The goal of this 
study is therefore to correlate such SNPs and their potential to cause disease. It should be 
noted that correlating SNPs to a disease state is a very complex problem and the in-silico 
studies that have been discussed above are applicable only to monogenic disorders. The 
pathogenesis of many diseases has a very complex underlying mechanism involving 
several genes and pathways. Also, several SNPs that are mildly deleterious to a protein in 
isolation can be very deleterious to an organism when certain combinations of such SNPs 
occur together.  
 
 GPCRs contain seven transmembrane regions separated by six loops: three 
extracellular and three intracellular, an extracellular N-terminus and an intracellular C-
terminus. Several groups have attempted to model the tertiary structure of a GPCR of 
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their interest based on the crystal structure of rhodopsin, the only available 3D structure 
for a GPCR (24-27). However, we have adopted a different approach in order to make it 
applicable to all membrane proteins. Given that there are very few high resolution 3D 
structures for membrane proteins, a general approach that will be applicable to all 
membrane proteins should be based on criteria independent of 3D structural information 
for the proteins. Moreover, the modeling of GPCRs based on rhodopsin itself presents 
some problems (28). Therefore, we have analyzed the SNPs in GPCRs from dbSNP 
primarily based on properties of amino acids and the sequence-based tool SIFT to 
distinguish between disease-causing substitutions and neutral substitutions. 
 
 As 3D structural information is not available for most proteins, researchers have 
used several sequence-based and phylogenetic features to study the effect of amino acid 
variations on protein structure and function (16,29-37). These features are described in 
Table 1. Cai et al. used several amino acid properties as features in their Bayesian 
approach for predicting pathogenic mutations. Of the several physicochemical properties 
of amino acids, they found that change in hydrophobicity was the only amino-acid based 
property that had a predictive value in conjunction with positional entropy (29). They 
also found that change in residue frequency was a good predictor in differentiating 
deleterious versus benign mutations. Saunders and Baker used structural and evolutionary 
information to predict deleterious mutations (36). They clearly showed that a 
combination of just two features, SIFT score (a residue conservation index) and a 
solvent-accessibility term, were enough to differentiate between deleterious and neutral 
variations (13). Several studies have shown that substitutions at evolutionarily conserved 
sites are deleterious to the proteins (Table 1). Ferrer-Costa et al. demonstrated that 
deleterious mutations are associated with extreme changes in sequence and structure-
based features that relate to protein stability (30). Based on these results, we have 
included three major classes of features to study the pathogenic effect of SNPs in GPCRs  
1. Properties based on amino acid scale:  We used changes in volume and 
hydrophobicity as simple physicochemical features describing an amino acid. In addition, 
we used an additional hydrophobicity feature, GES hydrophobicity scale, for TM regions, 
because it was specifically developed for helical TM regions and was shown to be better 
than several other hydrophobicity scales for TM helix prediction (50).  
2. Position-specific phylogenetic features: We used SIFT scores, normalized site 
entropy and change in residue frequency at a given position as additional features. These 
features are calculated from multiple sequence alignments (MSA). 
 3. Substitution matrix scores: We used BLOSUM62, GRANTHAM and PHAT 
substitution scores to assess amino acid changes and their potential to be deleterious to 
the protein. These are phylogenetic features that are not position-specific. 
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Sequence-based features Comment Reference
Properties based on amino 
acid scale 

  

Mass, volume, surface area, 
side-chain properties 
(charge, polarity), partial 
specific volume, 
hydrophobicity, alpha helix 
propensity, relative 
occurrence, percent buried, 
pKa. 
 

The physicochemical properties were used as 
features in a Bayesian framework to predict 
the pathogenicity of an amino acid variation. 
Change in hydrophobicity coupled with low 
positional entropy was shown to be a good 
predictor. 

(29) 

Position-specific 
phylogenetic features 

  

Positional entropy, modified 
Shannon entropy, 
normalized site entropy 

Substitutions at evolutionarily conserved 
sites have been shown to be strongly 
correlated with disease-causing mutations. 
Conservation at a position in a protein 
sequence has been assessed using slightly 
modified versions of sequence entropy from 
multiple-sequence alignments (MSA). 

(29,30,33-
36) 

Change in residue frequency Residue frequency at a given amino acid 
position was calculated for both variants 
from multiple-sequence alignments. Change 
in residue frequency in conjunction with 
hydrophobicity correlated with the observed 
phenotype.  

(29) 

Conservation related to 
allele frequency 

Absolutely conserved residues between at 
least three mammalian orthologs were 
identified and variations at these positions 
were shown to be underrepresented at high 
allele frequencies compared to variations at 
unconserved sites.  

(31) 

Degree of conservation 
using tree method 

The number of substitutions at a given 
position in a sequence was estimated based 
on known phylogenetic relationships between 
species. Disease-associated mutations were 
more prevalent at conserved sites.  

(32) 

SIFT Calculates a conservation index based on 
MSA. Normalized probabilities for all 
possible substitutions at a given amino acid 
position are obtained from the MSA and 
substitutions with probabilities below a 
certain cut-off are deemed intolerant to the 
protein. 

(13,14) 

Substitution matrices   
BLOSUM, PAM, • It was shown that approximately 40% (13,30-
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GRANTHAM of disease-causing changes had highly 
unfavorable BLOSUM62 scores. 
Similar general trends were seen for 
PAM matrix scores (30). 

•  A clear correlation between 
BLOSUM62 and allele frequency of 
nonsynonymous SNPs was not seen 
in a study of SNPs in membrane-
transporter genes (31).  

• BLOSUM62 scores were able to 
distinguish tolerant from intolerant 
substitutions in a variety of proteins 
with total prediction accuracies 
ranging from 47-70% (13).  

• About 40% balanced classification 
error was reported by Saunders et al. 
using BLOSUM62 scores as a 
predictive feature (36). 

• Miller et al. showed that disease-
causing amino acid changes are more 
radical than variation found among 
species using Grantham scores (32). 

32,36) 

Table 1: This table summarizes the different sequence-based features that have been used 
for identifying amino acid substitutions that could be deleterious to the protein and the 
results obtained from these studies.  
 
Materials and Methods 
 
a. Mapping SNPs on to GPCRs 
 SNPs from build 110 of dbSNP were used for this analysis. Sequences containing 
SNPs were downloaded from “ftp://ftp.ncbi.nih.gov/snp/human”. Homology matches to 
GPCRs were obtained by performing a six-frame translational BLAST (38) search of the 
sequences containing SNPs from dbSNP against the GPCRDB database (release 8) 
downloaded from www.gpcr.org (39,40). Matches which were at least 18 amino acids 
long with e-values < 10-4 were considered as significant matches and for a given query 
sequence, the most significant match (i.e. the match with the smallest e-value ) was 
chosen. Since the average length of a transmembrane helix is between 21-22 amino acids 
with a large variation around the mean (41,42), we used 18 amino acids as the minimum 
match length. Once the query sequences containing the SNPs were mapped on to GPCR 
proteins, sequences containing SNPs that lead to a change in amino acid, nonsynonymous 
SNPs, were extracted. At this stage, all matches to olfactory GPCR proteins were 
removed as it is known that nonsynonymous changes in olfactory receptors are 
predominantly due to positive selection for a diverse olfactory repertoire (43,44). In 
addition, approximately 60% of the complete olfactory subgenome are pseudogenes 
(45,46). 
 
b. Domain information 
 The locations of nonsynonymous SNPs in the various domains (transmembrane, 
intracellular and extracellular) of the 7-TM GPCR proteins were elucidated based on the 
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annotations from GPCRDB. In GPCRDB, TM helices were predicted using 
PredictProtein (47) and their positions were adjusted based on multiple sequence 
alignments because it is hypothesized that the TMs must be aligned and of the same 
lengths for all the members of a receptor family /subfamily. The ends of Class A helices 
were determined from the alignment with bovine 
rhodopsin. 
 
c. Validation datasets 
 Two control datasets were used to benchmark the predictive power of the 
sequence-based features to predict the disease-causing potential of a SNP. 
1. Dataset containing disease mutations 
 Mutations in GPCRs that are associated with disease were compiled from SWISS-
PROT (version 40.44) (48,49). All proteins containing disease mutations were extracted 
from SWISS-PROT. This list was cross-referenced with the protein IDs from GPCRDB 
to obtain disease-associated mutations in GPCRs. 
2. Dataset consisting of neutral variations 
 For a dataset of neutral variations, homologs to all the GPCR proteins associated 
with disease were directly extracted using the multiple alignment files from GPCRDB. 
Amino acid variations between sequences greater than 95% identical were considered as 
neutral variations similar to the approach used by Bork et al. (16). The logic behind this 
assumption is that variations in highly homologous sequences between species are 
generally neutral and are highly unlikely to be deleterious because deleterious changes 
will be selectively removed during the course of evolution. Nevertheless, it should be 
pointed out that in some instances, some of these changes may be functional changes 
important in one species, but not in the other. Paralogs with different functions could 
have high sequence similarity to homologs. To ensure that we do not include such 
functional variations as neutral changes in this dataset, we removed all paralogous 
homologs.  This was accomplished in the following manner: 
1. All homologs to the control dataset proteins containing disease mutations with greater 
than 95% sequence identity were extracted from GPCRDB. 
2. For each target disease protein, only one ortholog was chosen from each species based 
on the best match to the target protein. The sequence with higher percent identity to the 
target protein was chosen as the best match. 
 
d. Distribution of mutations amongst the three domains of GPCRs 
 The partitioning of the mutations in the different datasets (the validation datasets 
and the dbSNP dataset) amongst the various domains of the GPCRs were assessed 
assuming a Poisson process to check if the mutations within any dataset are distributed 
randomly in the transmembrane, intra and extracellular regions of the GPCRs. For 
example, in the case of the dataset containing the disease mutations, the occurrence of 
disease mutations in the three domains were modeled to fit a Poisson distribution using 
the following equation: 

!y
em)y(P

my −

=    where m is the expected average number of disease mutations in a given 

domain obtained based on the density of disease mutations, y=0,1,2…., P(y) is the 
probability of random occurrences of  ‘y’ number of disease mutations in that domain. 
The null hypothesis that we are testing is that disease mutations are randomly distributed 
in TM, extracellular and intracellular regions. Similar analyses were performed on the 
neutral variations and the SNP dataset. 
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For the dataset containing disease mutations, the average number of mutations in TM 
regions is calculated as follows 

mutations ofDensity  *proteins disease the in TMs comprising acids amino of number Totalm =  

where 
proteins disease the in acids amino of number Total

mutations disease of number Total
mutations ofDensity =  

When the observed number of mutations is greater than the expected average number of 
mutations, we assessed the significance of this difference by calculating the sum of P(y) 
values for all values greater than or equal to y, where y is the observed number of 
mutations. Similarly, when the observed number of mutations is smaller than the 
expected average number of mutations, we calculated a cumulative P-value by adding 
P(y) values  for all values  less than or equal to y.  A small P-value (P < 0.05) indicates 
that the occurrence of ‘y’ number of mutations in a domain is not random.  
 
e. Free energy changes 
 The changes in free energy of hydropathy, ∆∆G, due to amino acid variations in 
transmembrane regions were evaluated using the GES hydrophobicity scale (50) as 
follows: 
 

∆∆G=∆Gvariant – ∆Gwild-type 
 
Here ∆G refers to the transfer free energy of an amino acid from water to membrane. The 
various subscript notations on the right-hand side of the equations refer to the following:  
For the dataset pertaining to disease mutations, ∆Gvariant refers to the free energy value 
pertaining to amino acid causing disease and  ∆Gwild-type refers to the free energy value of 
the amino acid in the native protein. 
For neutral variations, ‘variant’ refers to the neutral variation and ‘wild-type’ refers to the 
amino acid at that position in the native protein. For the SNPs from dbSNP, ‘variant’ 
refers to the altered amino acid as a result of a SNP.  
Allele frequency information is not available for all variants in dbSNP. Therefore, for 
SNPs from dbSNP, the identity of the wild-type amino acid for a protein of interest was 
obtained directly from the amino acid sequence in GPCRDB and the other amino acid 
was designated as the ‘variant’ amino acid. In cases, where both SNPs translated the 
codons to two different amino acids that differed from wild-type, they were considered as 
two variant amino acids and calculations were performed with respect to the wild-type 
amino acid from the parent sequence in GPCRDB. The absolute value of the free energy 
changes were used in the logistic regression analysis. 
 
f. Volume calculations 
 For the volume calculations, changes in volumes, ∆V, were calculated. For this 
analysis, average residue volumes listed in Gerstein et al. were used (51). These volumes 
were calculated according to the Richards’s implementation of Voronoi method based on 
118 structures from the PDB. The absolute value of the volume changes were used in the 
logistic regression analysis. 
 
g. SIFT analysis 
 SIFT version 2.0 was used for the analyses (13,14). The default settings were used 
for executing SIFT. The proteins of interest were queried against SWISS-PROT (version 
40.44) to extract sequences homologous to the query protein.  The MSA sequence 
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alignment used for calculating the conservation index were automatically generated by 
SIFT. 
 
h. Change in hydrophobicity 
 Changes in hydrophobicity between two variants at a given amino acid position 
were evaluated using the Kyte Doolittle hydrophobicity scale (52). We calculated change 
in hydrophobicity using the same formalism that was used for change in free energy of 
hydropathy. Change in hydrophobicity as well as the absolute value of the 
hydrophobicity change was used in the initial stages of logistic regression analysis. 
Change in hydrophobicity was found to be a weak predictive feature and the absolute 
value of hydrophobicity difference performed better. Therefore, we only used the 
absolute value of hydrophobicity difference as a predictive feature for the various logistic 
regression analyses. The magnitude of change in hydrophobicity gives an estimate of 
how well the hydrophobic nature of a residue is conserved.  
 
i. Normalized site entropy 
 Normalized site entropy for all the amino acid positions in the MSA were 
calculated using the software program AL2CO (53). The site entropy was calculated 
based on the entropy-based measure given as follows: 
 

)i(fln)i(f)i(C aa a
e ∑ =

=
20

1
 

where Ce(i) is the entropy with the reverse sign at position i, fa(i) represents frequency of 
amino acid ‘a’ at ith position  obtained from MSA generated by SIFT. The amino acid 
frequencies were estimated using an independent-count based weighting scheme in order 
to correct for the masking effect of highly similar sequences over fewer divergent 
sequences in a MSA (54).  The normalized site entropy was calculated by subtracting the 
mean site entropy from the site entropy and dividing by the standard deviation. 
 
j. Change in residue frequency 
 The amino acid frequencies of the two amino acid variants at a given position 
were calculated directly from the alignments generated by SIFT. The change in residue 
frequency at a position was calculated using the same general formalism outlined above 
for the control datasets (disease and neutral) and the dbSNP dataset. The absolute value 
of change in residue frequency was used for the logistic regression analysis. 
 
k. Logistic regression analysis  
 Logistic regression was used to discriminate disease-causing mutations from 
neutral ones.  In the logistic regression model, the probability that a mutation is disease-
causing is related to the weighted linear combination of scores for individual features in 
the following way: 

0
1

log
1

M

j j
j

p w w s
p =

= +
− ∑         (1) 

Where p is the probability that the mutation is disease-causing, and sj is the score of the 
jth feature for this mutation.  To estimate the weights w0, w1, …, wM, a training set of N 
mutations is used where each mutation is known to be disease-causing or neutral.  From 
the training set, the likelihood function, i.e. the probability of observing the data given the 
weights, is computed in the following way: 
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Where for the ith mutation, pi is the probability that the mutation is diseasing-causing, 
computed from Equation (1).  yi, the response variable, is equal to 1 if the ith mutation is 
disease-causing, and 0 if otherwise.  Li, the likelihood of the logistic regression model 
given the ith mutation in the training set, is equal to pi if the mutation is disease-causing, 
and 1-pi if the mutation is neutral. Finally, the weights w0, w1, …, wM are chosen such 
that the likelihood function L(w0, w1, …, wM) in Equation (2) is maximized. 
Logistic regression analysis was performed using the Weka machine learning workbench 
(55). Error rates were calculated with ten-fold cross-validation. 
 
Results 
 
 Nonsynonymous SNPs in GPCRs, from the public database dbSNP, have been 
evaluated by ‘in silico’ methods in order to assess their pathogenic potential. Specifically, 
the effect of amino acid changes at a given position in a GPCR has been assessed using 
simple physicochemical indices of amino acids, position-specific phylogenetic features 
and substitution matrix scores. We used a dataset consisting of disease mutations and 
another comprising of neutral variations in a set of GPCR proteins, as a training dataset in 
a logistic regression analysis to classify them as disease-causing and neutral variations. A 
correct prediction of about 89% accuracy was obtained using a combination of all 
features. The model obtained from this training data set was used to predict the 
pathogenecity of SNPs in GPCRs from dbSNP by logistic regression. A list of SNPs in 
GPCRs from dbSNP that would potentially affect the function of the proteins has been 
obtained using this methodology. The observed correlations of SNPs with the various 
features are discussed below. 
 
1.  Location of the amino acid variations 
 Of the 284 disease-causing mutations, 164 are found in transmembrane regions. 
Assuming that the mutations are distributed according to a Poisson process, the disease-
causing changes are highly overrepresented in transmembrane regions as shown in Table 
2. This is similar to the results obtained by Lee et al who used a different set of disease 
mutations (10). Amongst the mutations in the disease dataset, mutations in the 
extracellular and intracellular domains are underrepresented. This may imply that 
changes in TM regions are disease-causing presumably because such changes may 
directly affect either the structure or function of the receptor. Mutations in TM regions 
could abrogate or diminish the activity of the protein when a ligand-binding site is 
affected. On the other hand, a mutation in a TM region could compromise the protein’s 
structural integrity due to its effect on helix-helix packing interactions. Similar analyses 
of the dataset comprising neutral variations show a different trend. Here, the occurrence 
of neutral variations in the TM and extracellular regions appear to be random, whereas 
neutral variations  are underrepresented in the intracellular regions. The SNPs in dbSNP 
are significantly underrepresented in TM regions and overrepresented in extracellular 
regions. The crude analysis at this level indicates that most of the SNPs in dbSNP are 
similar to neutral variations and are probably benign substitutions. 
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 Domain Disease Neutral dbSNP 
    
Transmembrane 164 (93) 

P = 1.9 e-11 
90 (86) 
P =0.35 

112 (158) 
 P = 2.2 e-5 

Extracellular 80 (111) 
 P = 0.001 

96 (82) 
 P = 0.06  

200 (159) 
P = 0.0009 

Intracellular 40 (80) 
 P = 5.5 e-7 

61 (79) 
P = 0.019 

152 (126) 
P = 0.056 

Table 2: Distribution of the various amino acid changes amongst the TM, extracellular 
and intracellular regions for the disease-causing, neutral variations and SNPs from 
dbSNP. The numbers in the parentheses is the expected number based on a Poisson 
distribution and the numbers left of the parentheses indicate the observed number of 
variations in the corresponding domain. 
 
2. Distribution of scores based on different substitution matrices 
 The nature of amino acid changes were assessed in terms of scores using various 
substitution matrices. We used the BLOSUM62, GRANTHAM and PHAT substitution 
matrices. BLOSUM62 is a widely used robust substitution matrix (56). We also used 
Grantham D values to evaluate the amino acid changes. In order to alleviate concerns 
about the suitability of BLOSUM matrices derived from a database of soluble proteins to 
TM proteins, we used the PHAT matrix for TM regions (57). 
 
a. BLOSUM62 matrix: We assigned BLOSUM62 scores to the variations in all three 
datasets. Figure 1a is a histogram showing the distribution of BLOSUM62 scores for the 
disease, neutral and dbSNP variations. The distribution of scores for the disease and 
neutral variations are significantly different (χ2= 141.07, p<0.001, six degrees of 
freedom). 44.7% of disease-causing mutations have scores < -1, whereas only 9.7% of 
neutral changes have scores < -1. For scores >1, only 2.8% are disease-causing, whereas 
30.2% are neutral. For scores between -1 and 1, there is no way to discriminate between 
the two sets. Thus extreme values of BLOSUM62 scores can be used to discriminate 
between disease-causing and neutral variations. Analyses of mutations in soluble proteins 
have yielded similar results (30). The correlation between BLOSUM62 scores and 
deleterious nature of an amino acid substitution has been seen in some cases and not in 
others (13,30-32,36). For GPCRs, BLOSUM62 scores seem to be a fairly good predictor 
of deleterious substitutions. It is not obvious why this is the case. It is clear from Figure 
1a that the distributions for the neutral and the dbSNP variations are extremely similar. 
 
b. GRANTHAM matrix: Grantham scores > 100 are considered radical changes. Figure 
1b depicts the distribution of GRANTHAM scores. The distribution of Grantham scores 
for the disease and neutral variations are different (χ2= 91.2, p<0.001, eight degrees of 
freedom). Variations with scores > 100 are increasingly associated with disease-causing 
mutations. However, the distinction between disease-causing and neutral mutations is not 
as clear-cut as the BLOSUM62 results. 
 
c. PHAT matrix: It has been previously reported that BLOSUM62 scores could not be 
used to discriminate deleterious mutations from benign changes in human membrane 
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transporter genes (31). This could be due to the fact that BLOSUM62 scores are derived 
primarily from soluble globular proteins. In the case of GPCRs, BLOSUM62 does seem 
to be a fairly good discriminator between disease-causing and neutral variations. 
Nevertheless, the variations in TM regions were assessed with PHAT, a transmembrane-
specific substitution matrix. From Figure 1S (supplementary data), it is very clear that 
PHAT scores < -1 are predominantly associated with disease-causing mutations. The 
distributions of PHAT scores for disease-causing and neutral changes in TM regions are 
significantly different (χ2= 100.73, p<0.001, fourteen degrees of freedom). While 64.6% 
of disease mutations have PHAT scores less than -1, only 5.6% of neutral variations have 
PHAT scores less than -1. Thus, PHAT substitution scores less than -1 is a very good 
discriminator for disease-causing and neutral variations in TM regions. A similar analysis 
of BLOSUM62 scores of amino acid changes in transmembrane regions shows that only 
46% of disease mutations and 7.9% of neutral changes have BLOSUM62 scores < -1. 
This is depicted in Figure 1S (supplementary data). Thus, PHAT scores are also a good 
discriminator of disease versus neutral amino acid changes in transmembrane regions 
similar to BLOSUM62 scores. Interestingly, logistic regression analysis (see Table 3B) 
indicates that BLOSUM62 performs somewhat better than PHAT scores in TM regions. 
 
3. Free energy change of hydropathy associated with amino acid replacements in TM 
regions 
 Free energy changes associated with variations in TM regions were evaluated 
using the transfer free energies based on the GES hydrophobicity scale. Figure 2S 
(supplementary data) shows the frequency distribution of variations as a function of 
change in free energy of hydropathy. The change in free energy of hydropathy due to 
neutral variations is small, varying predominantly between 0-2 kcal/mol. However, a 
substantial number of disease-causing variations also have similar 
destabilizing/stabilizing free energy changes. Therefore, small changes in free energy 
values do not allow the classification of an amino acid variation as either neutral or 
disease-causing. Substitutions that are highly destabilizing (>8 kcal/mol) are always 
associated with disease-causing variations, as seen in Figure 2S. Overall, the dbSNPs in 
GPCR proteins have a similar distribution as neutral variations. 
 
4. Change in side–chain volumes 
 The changes in the volume occupied by different side-chains were evaluated to 
see if there was any correlation to disease-causing mutations versus neutral variations. 
Logistic regression analysis indicates that absolute volume change has a modest 
predictive value in differentiating between disease-causing and neutral variations (data 
shown in Table 3B). 
 
5. Change in hydrophobicity 
 The changes in hydrophobicity accompanying the substitution of one amino acid 
by another was evaluated to see if it would be a useful feature to distinguish between 
disease-causing and neutral variations. Logistic regression analysis indicates that change 
in hydrophobicity also has a modest predictive value in differentiating between disease-
causing and neutral variations (data shown in Table 3B). 
 
6. Change in residue frequency 
  The amino acid frequencies of the two amino acid variants at a given position 
were calculated directly from the alignments generated by SIFT. Figure 2 shows the 
histogram of change in residue frequency for the two benchmark datasets and the dbSNP 
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dataset. When the “change in residue frequency” is small (values close to 0), the amino 
acid variations corresponding to these values tend to be neutral variations. In contrast, a 
large portion of disease-causing mutations are associated with big values of ‘change in 
residue frequency”.  This distribution shows that SNPs in dbSNP are more similar to 
neutral SNPs than disease-causing mutations. 
 
7. SIFT analysis 
 While all the above features used to evaluate amino acid variations are based on 
simple physicochemical parameters, we also analyzed the relationship between sequence 
conservation and the effect of variations in highly conserved positions using SIFT. Ng 
and Henikoff have developed a tool called SIFT, to identify conserved positions that may 
be critical for protein function using MSA (13,14).  
 
 SIFT scores were used to assess the two control datasets, disease-causing and 
neutral variations in GPCRs, Of the 284 disease-causing mutations, SIFT predicted 213 
mutations to be deleterious. Thus, SIFT correctly identified 75% of disease-causing 
mutations as intolerant substitutions. In the case of neutral variations, the performance of 
SIFT was even better. SIFT predicts 94% of neutral variations to be tolerant substitutions. 
SIFT did not score 1 disease mutation and 3 neutral variations. SIFT was used to assess 
the dbSNPs in GPCRs. Based on SIFT scores, 74.8% of SNPs in GPCRs from the dbSNP 
database are neutral variations. Thus, only 25.2% of SNPs are predicted to be deleterious 
substitutions. 
 
8. Normalized site entropy 
 Figure 3 shows the distribution of normalized site entropy scores for disease 
mutations, neutral variations and SNPs in dbSNP. Clearly, the distribution of disease-
causing mutations is different from neutral variations. Neutral variations are associated 
with a peak at a normalized site entropy value of -1  whereas the normalized site entropy 
values associated with disease mutations are spread over a range of values, most of which 
are greater than 0.25. As with most other features described so far, the distribution of 
SNPs in dbSNP is very similar to neutral variations. 
 
9. Logistic regression analysis 
 It is clear that it is possible to use some of the above features to predict if a SNP 
would be deleterious or neutral. Logistic regression analysis was performed to elucidate 
the best predictors and the relative contributions of the different features to a prediction. 
Logistic regression is a better alternative to linear regression when the response variable 
is dichotomous, which is true in our case: a mutation can be either disease-causing or 
neutral. We performed logistic regression analysis in several different ways. As the TM 
regions have more predictive features, the logistic regression was performed in two ways: 
a. Analysis of a dataset comprising all variations (TM and non-TM). b. Analysis of two 
datasets obtained by grouping the variations into TM and non-TM datasets.   
 
 In the first model, all variations were analyzed using the following features: 
BLOSUM, GRANTHAM, volume and hydrophobicity changes, location of the variation 
(TM or non-TM), SIFT scores, normalized site entropy and change in residue frequency. 
In the second model, variations in TM regions and non-TM regions were divided into two 
groups. For TM regions, two additional features were used: PHAT scores and change in 
free energy of hydropathy. The results of the logistic regression analyses are discussed 
below. 
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 Table 3A shows the results obtained from a logistic regression analysis of all 
variations (disease and neutral changes) using only the features common to both TM and 
non-TM regions. It can be seen that the overall error rate drops from 18.41% to 11.20% 
when SIFT is complemented with other features. To assess the predictive power of each 
feature, logistic regression analyses were performed using each feature individually for 
the classification. The total error rates obtained from this analysis are shown in Table 3B. 
The error rates are reported for the analysis on the training dataset including all variations 
(TM and non TM) in all cases except for the last three features in the row (PHAT, 
BLOSUM62 and change in free energy of hydropathy). For those three features, the error 
rates are reported for the dataset comprising of variations only in the TM regions.  It is 
clear from Table 3B that the top three best discriminators of disease versus neutral 
variations are the position-specific phylogenetic features that describe evolutionary 
conservation. All three features, change in residue frequency, SIFT score and normalized 
site entropy have individual prediction error rates around 18 -20%. In the absence of 
these three features, the error rate is 26.38%. The error rate drops to 11.95% when the 
three position-specific phylogenetic features are used together for the logistic regression 
analysis. The addition of other features lowers the error rate even further to 11.20%. 

 
Table 3A 

 
All features 
(excluding 
position-specific 
phylogenetic 
features) 

SIFT only* Position-
specific 
phylogenetic 
features only 

All features  

Disease Neutral Disease Neutral Disease Neutral Disease Neutral

Correct 
classification 

221 167 257 173 247 217 249 219 

Wrong 
classification 

62 77 26 71 36 27 34 25 

Total 
number of 

errors 

139 (26.38%) 97 (18.41%) 63 (11.95%) 59 (11.20%) 
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Table 3B 
 

Feature Error rate 
SIFT conservation score 18.41% 
Normalized site entropy 18.60% 
Change in residue frequency 19.92% 
BLOSUM62 score 27.70% 
Grantham score 31.31% 
Change in volume 34.91% 
Change in hydrophobicity 37.95% 
Location of variation (i.e TM or non-TM) 39.47% 
BLOSUM62 score (TM only) 22.53% 
PHAT (TM only) 24.90% 
Change in free energy of hydropathy(TM only) 27.27% 

 
 

Table 3C 
 

All features 
excluding 

position-specific 
phylogenetic 

features 

SIFT only Position-
specific 

phylogenetic 
features only 

All features  

Disease Neutral Disease Neutral Disease Neutral Disease Neutral

Correct 
classification 

143 58 157 68 155 71 155 80 

Wrong 
classification 

21 31 7 21 9 18 9 9 

Total 
number of 

errors 

52 (20.55%) 28 (11.07%) 27 (10.67%) 18 (7.11%) 
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Table 3D 

 
All features 
excluding 

position-specific 
phylogenetic 

features 

SIFT only Position-
specific 

phylogenetic 
features only 

All features  

Disease Neutral Disease Neutral Disease Neutral Disease Neutral

Correct 
classification 

77 117 100 114 93 142 94 143 

Wrong 
classification 

42 38 19 41 26 13 25 12 

Total 
number of 

errors 

80 (29.20%) 60 (21.90%) 39 (14.23%) 37 (13.50%) 

 
Table 3: The results of logistic regression analyses of all variations using various 
combinations of features. Here phylogenetic features refer to SIFT score, normalized site 
entropy and change in residue frequency. 
 A. All variations (both TM and non-TM regions). 
 B.  Total error rate of misclassification of disease-causing and neutral variation when 
each feature was assessed by itself in the logistic regression analysis. 
 C. Variations in TM regions.  
 D. Variations in non-TM regions.   
* Indicates the classification obtained by logistic regression analysis using only the SIFT 
score as the determining feature. 
 
 
 Tables 3C and 3D summarize the results obtained from a logistic regression 
analysis of the variations in the control datasets sub-grouped into two sets: one consisting 
of variations only in TM domains and the other comprising of variations in non-TM 
domains. For variations in non-TM regions, error- rate was almost twice that of the error 
rate in TM regions (Table 3D). It is seen that predictions for the TM regions are more 
accurate than non-TM regions. In all cases, the combination of all three position-specific 
phylogenetic features: SIFT score, normalized site entropy and change in residue 
frequency, significantly improves the overall prediction accuracy. This underscores the 
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importance of position-specific phylogenetic features in the assessment of disease-
causing potential of an amino acid substitution at a particular site in a protein.     
 
 It is clear from Table 3 that in all cases the position-specific phylogenetic features 
perform the best. On the other hand, in the absence of the phylogenetic features, the other 
features can still be used with a prediction accuracy of about 70%. 
 
  Logistic regression was also performed to classify all the variations as disease-
causing or neutral using each phylogenetic feature individually. The prediction error rates 
for this analysis is shown in Table 4. Of the three phylogenetic features, SIFT scores 
perform better in TM regions than in non-TM regions. For the other two features, their 
predictive power is not significantly different for TM versus non-TM regions.  
 
 
Dataset SIFT score Normalized site 

entropy 
Change in 
residue 
frequency 

Combining 
all three 
features 

All variations 18.41% 18.60% 19.92% 11.95% 
TM only 11.07% 19.37% 19.37% 10.67% 
Non-TM only 21.90% 19.71% 20.07% 14.23% 
 
Table 4: The error rate of misclassification of disease-causing and neutral variations 
using the SIFT score, normalized site entropy and change in residue frequency 
individually as predictors in the logistic regression analysis.  
 
 From the above analyses, it is clear that position-specific phylogenetic features 
that describe the conservation of amino acid residue at a specific site are the best 
predictors for discriminating disease-causing versus neutral variation. When SIFT is used 
with its default settings, substitutions with SIFT scores less than 0.05 are predicted to be 
intolerant substitutions. This is a very conservative cutoff. It can be seen that SIFT 
combined with other features can be used to predict a higher number of disease-causing 
mutations correctly by logistic regression analysis. Of the 283 disease-causing mutations, 
213 are predicted to be intolerant substitutions using the default SIFT setting. However, 
logistic regression analysis using SIFT score in conjunction with the other features 
classifies 249 of them to be disease-causing (Table 3A). Using the regression coefficients 
for the model obtained from Table 3A, 115 SNPs in GPCRs from dbSNP are predicted to 
be deleterious. A list of the 464 SNPs in GPCRs from dbSNP including the features used 
in the logistic regression model can be downloaded from 
http://www.gersteinlab.org/proj/gpcrsnp. The log odds ratio as calculated by equation 1 is 
also included for each SNP and the list is ordered according to the score. Thus, the SNPs 
that are likely to be deleterious are shown in the top rows of the table. 
 
Discussion 
 We have evaluated the disease-causing potential of nonsynonymous coding SNPs 
in GPCRs by assessing the nature of the amino acid change using a variety of features 
such as BLOSUM62, Grantham and PHAT substitution score matrices, free energy 
change of hydropathy associated with a substitution and changes in side-chain volume of 
residues and hydrophobicity changes. In addition, we used three different position-
specific phylogenetic features: SIFT score, normalized site entropy and change in residue 
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frequency, to evaluate the impact of an amino acid variation caused by a nonsynonymous 
coding SNP.  
 
 Two control datasets were used to assess the relationship between the above 
mentioned features and amino acid variations. The disease dataset has a preponderance of 
mutations in transmembrane regions, whereas the neutral variations are randomly 
distributed. Extreme values of BLOSUM62 can be used to distinguish between disease-
causing and neutral variation. BLOSUM62 scores less than -1 are predominantly 
associated with disease mutations and scores greater than 1 are associated with neutral 
variations. Grantham scores cannot be used to clearly differentiate between the two 
datsets. PHAT scores less than -1 are associated with disease mutations and scores 
greater than +2 are associated with neutral variations. In all cases, the distribution of 
dbSNPs in GPCRs is more similar to the neutral variations than disease mutations. This 
indicates that most of the dbSNPs in GPCRs are neutral variations and will not severely 
affect the function of the protein. 
  
 Logistic regression analyses of the predictions show that the position-specific 
phylogenetic features are the best predictors of the effect of amino acid variation at a 
particular position on the function of a protein.  This is because these features quantify 
how well conserved a given amino acid is at a specific position in a protein. Substitution 
scores such as BLOSUM62  are also phylogenetic features, but are not position-specific. 
Therefore, variations involving two amino acids are given the same weight irrespective of 
their context in the protein in substitution matrices. But features such as SIFT scores, 
change in residue frequency and normalized site entropy describe the conservation of an 
amino acid at a specific position in a sequence. Thus these position-specific phylogenetic 
features, elucidated from multiple sequence alignments, describe the strong evolutionary 
constraints placed on the specific amino acids necessary for the protein’s function. 
Therefore, they are better discriminators of disease-causing versus neutral variations. 
Hence, position-specifc phylogenetic features can be used as the most powerful tools for 
evaluation of SNPs and amino acid variations.  
 
  Conservation indices based on MSA cannot be used for species-specific 
sequences i.e. those proteins that do not have homologs in other organisms. In addition, 
some SIFT predictions are labeled LOW CONFIDENCE predictions. This occurs either 
when there are few sequences homologous to the query sequence or when the 
homologous sequences are closely related and not very diverse. In such cases, the simple 
physicochemical parameters of amino acids can be used to get an estimate of the effect of 
an amino acid variation on protein function. Thus, simple sequence features based on 
properties of amino acids can be useful to evaluate sequence variations for those 
sequences which have no homologs (species-specific SNPs), have few homologs or are 
not very divergent, albeit with lower prediction accuracy.  
 
 Logistic regression analyses using all the features described above indicate that 
115 SNPs in GPCRs in dbSNP could be deleterious to the protein. This subset of SNPs 
from dbSNP in GPCRs are the best candidate SNPs for further genotyping and in-depth 
experimental analyses to evaluate their effect on the protein’s structure and function and 
thus their pathogenecity. Based on our analysis of the assessment of the amino acid 
variations using phylognetic features in conjunction with substitution matrix scores and 
other simple amino acid features, it is clear that the majority of dbSNPs in GPCRs are 
neutral variations. 
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 In an analysis of variations in amino acid membrane transporter genes, it was seen 
that the amino acid diversity in TM regions was less than that of the extracellular and 
intracellular loop regions (31). From a phylogenetic analysis of TM proteins, Li et al. 
found that non-TM regions accumulate twice the number of changes as their 
corresponding TM regions (58). This study on the 7TM GPCRs also shows similar 
trends. It is of interest to note that the SNPs in GPCRS from dbSNP are significantly 
underrepresented in TM regions compared to the loop regions. Similar observations were 
reported by Lee et al. (10). This indicates that TM regions are less variable than the 
soluble extra and intracellular loops. Presumably this is due to general sequence 
constraints in membrane proteins.  
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Figure legends 
 
Figure1a: Histogram of BLOSUM62 scores.  
Figure 1b: Histogram of Grantham scores.  
Here the black bars represent disease variations, white indicates neutral variations and the 
shaded bars are dbSNP variations. 
 
Figure 2: Histogram of change in residue frequency for the disease-causing, neutral and 
dbSNP variation datasets. The absolute value of change in residue frequency is shown. 
The black bars represent disease variations, white indicates neutral variations and the 
shaded bars are dbSNP variations. 
 
Figure 3: Frequency distribution of normalized site entropy values for the disease-
causing, neutral and dbSNP variation datasets. The black bars represent disease 
variations, white indicates neutral variations and the shaded bars are dbSNP variations. 
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