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As a first step in simulating solvent denaturation, we compare two possible potentials for urea; one
based directly on a parameterization for proteins and another generatedlramtio, quantum
calculations. Our results, which are derived from numerous, 1 ns simulations, indicate that both
potentials reproduce essentially the same observed water str@asuegident in radial distribution
functiong. However, even though the quantum potential better approximates dimer energies, it is
unable to simulate the dynamic behavior of wates evident in measurements of diffusias well

as the potential based on protein parameters. To understand its behavior in aqueous solution, we
compare the urea simulations with those of solute molecules that possess the same planar, Y-shape
as urea but are progressively more hydrophobic. We find that adding urea to a solution increases the
number of hydrogen bonds, while adding any of the Y-shaped analogs decreases the number of
hydrogen bonds. Moreover, in contrast to the Y-shaped analogs, which aggregate more as they
become less polar, we find that urea mixes well in solution and has little tendency to aggregate. For
our analysis of aggregation, we used a novel approach based on Voronoi polyhedra as well as the
traditional method of radial distribution functions. In conclusion, we discuss how urea’s unique
behavior in comparison to its Y-shaped analogs has clear implications for models of urea solvation
and mechanisms of urea protein denaturation. 1996 American Institute of Physics.
[S0021-960626)50923-2

I. INTRODUCTION concentration-independent enthalpy of formation. This

model did not consider the other possible interactions in the

Over 25 years ago, R. H. Stokes noted that the “properso|ytion: namely, urea—water and water—water. In contrast,
ties of aqueous urea are probably better known than those @fank and Frankg developed a formalism that involved wa-
any other aqueous nonelectrolyté.One of the most inter- ter's structurgthe FF model They assumed that liquid wa-

esting physical properties that urea imparts to aqueous SOIlfér exists in an equilibrium between two states; open or or-

tions is the ability to denature proteifrd Understanding how ) )
. . . dered vs dense or disordered, and that urea can only dissolve
a polar molecule like urea affects the stability of proteins has

motivated many studies of its behavior in solution. In par-In the disordered state. By interacting only with the disor-

ticular, a series of experiments have attempted to discovéfcred state, urea pulls water away from the more ordered
the mechanism of solvent denaturation by showing that ure§tete- In this way, urea indirectly “breaks” water structure.
increases the solubility of certain hydrophobic molectes Although the two models date from the sixties, both explain
and of other molecules that mimic the peptide backithe. the thermodynamic data and are useful for interpreting this
Nozaki and Tanfortishowed that urea enhances the solubili-paper’s results.
ties of most amino acids with hydrophobic or amide- More recent experimental findings have been mixed, not
containing side chains. Building upon these results, Rosemaiavoring either model clearly. A NMR studf found evi-
and Jencks found that while hydrophobic molecules are dence that urea disturbs long-range water order, and although
more soluble in other organic cosolvents such as formamidghe authors did not find any stable urea dimers, they did
and ethanol, polar molecules containing amide groups arguggest that dimers would occur with lifetimes on the order
more soluble in aqueous urea. . of picoseconds. Also, a Raman spectroscopy experithent
Two models have been developed to describe urea'sy i not find urea dimers in solution. Likewise, other

aqueous properties. The first was initially proposed by, 16,17

15 ; ; 18,19 ;
) x-ray,~ fluorometric, and calorimetrit®!® experiments
Schellman® furthered by Kreschek and Scherdgand fi- . .
nally extended by Stokés(Appropriately, it is named the supported the FF model. However, an experiment measuring

SKSS mode). These authors attributed urea’s aqueous propglelectrlc relaxatioff reported very little difference between

erties to its ability to form dimers and oligomers via hydro- pure water and a solution with urea; neutron diffraction

gen bonds and measured this interaction by calculating gnlysis of urea solutiofs showed that urea does not
change water structure appreciably; and one osmotic pres-

] ] o sure experimeﬁf demonstrated the existence of urea oligo-
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aqueous behavior, investigators have begun to use moleculaas motivated by previous simulation woik%3? which
dynamics in their studies. From their two simulations-df8  suggested that the correct modeling of urea’s dimer potential
ps each, Tanaket al?*?° showed that urea has a negligible would favor formation of complexes in solution. These pre-
effect on water structure and is capable of self-associatiorvious simulations accurately represented the electrostatic in-
Similarly, in their 10 ps study of 1 urea and 210 water mol-teractions inherent in aab initio charge distribution by in-
ecules, Kuharski and Rossyfound no significant distur- cluding higher order terms, such as dipole—quadrupole
bance of water structure. At the same time, they analyzed tteractions** Our simulations, in contrast, applied an em-
ternary system of a Lennard-Jones sphere, 200 waters, apifical potential function for electrostatics, which contains
one urea placed at the hydrophobic interface for 10 ps andnly a simple 17 term3® Using anab initio charge distribu-
calculated that the single urea was able to displace abouiion with our empirical potential is in a sense inappropriate
three water molecules from the solvation shell of thesince we do not employ higher order terms in our potential.
Lennard-Jones sphere, albeit with some distortion to the waHowever, since one objective of these simulations is to find
ter structure at the interfacé.Lately, studies have concen- an appropriate parameterization for urea to use with our
trated on investigating the stability of the urea dimer. Cris-ENCAD potential, the quantum charge set is useful as a com-
tinziano et al?® modeled a dimer and 40 waters in a parison to our simple charge set.

truncated octahedron. Their simulation showed the dimer Because all these simulations occur in an aqueous envi-
breaking after only 55 ps. Boek and Brigl$ound that urea ronment, the accuracy of the F3C water model that we used
dimers were even less stable, and suggested that the stabillt@s great influence on our results. Consequently, in Fig. 1 we
seen by Cristinzianet al. was an artifact of their octahedral show the dipole moment and dimer potential for water and
system. Boek and Briels also reported little disruption ofalso representative interaction energies between water and
water structure in their 50 ps simulations. On the other handgach solute. The F3C parameterization of water has been
Hernandez-Cobost al*° did find urea dimers in their Monte shown to reproduce the experimental dynamic, structural,
Carlo simulations of four different urea concentrations, butand thermodynamic properties of water quite well, and also
again saw little disturbance of water structurastrandet al.  to expedite simulations of both protein and Dﬁ%MThUS
developed a polarizablab initio potential for ured and @ central goal of this study is to develop a parameterization
conducted four separate simulations of 10 ureas and 277 w#or urea that is consistent with the previous water and protein
ters lasting up to 88 p¥€ They found that urea forms stable Simulations for use in future simulations of protein unfold-
dimers and that urea did not significantly affect water strucing-

ture. Most recently, a Monte Carlo study of urea and

N-methylacetamide homo and heterodimers again found urea

aggregates in solutiofi. Il. METHODS
Altogether, both the experimental and simulation evi-
dence do not definitively prove one model over the other. We used the prograraNCAD (Energy Calculation and

With the present study, we hope to extend the currenDynamicg for all simulations. The program and potentials
understanding of aqueous urea solutions begun by earligrave been described previoush*® For consistency, param-
work. We analyze a large number of 1 ns simulations ofeters for the solutes were based on previously derived values
aqueous urea solutions, which vary in concentration fronmused in protein simulations, except for the urea quantum
0.23 to 6.71 M. Our trajectories are about an order of mageharge set. In addition, the simulations used all-atom models
nitude longer than formerly reported runs. This is importantwhich included explicit hydrogens. Atoms were allowed all
because very long simulations are necessary to ensure thdeégrees of freedom; however, the solutes containing an
we properly sample solution space. The simulations sf A sp*-hybridized, central carbon atom, such as urea, were re-
trand et al,®? the most comprehensive of previous work, strained to a planar configuration using an improper torsion
sampled only a couple hundred picoseconds. From theiangle term. This model does not completely restrict hydro-
study, Astrandet al. noted that their trajectories might not gen atoms from bending out of plane. Likesttandet al.,*?
have reached equilibrium since they found urea dimers thawe chose this less than rigid model as a balance between
were stable for the entire length of the simulation. For reatesults from Meier and Cousséigias phase, quantum cal-
sons discussed later, we believe that their simulations magulation, which showed that urea’s hydrogens may be
have been at equilibrium, but that their short trajectories diclightly out of plane in vacuum, and other quantum calcula-
not sample solution space well enough. tions on formamide—water systertfs;*® which suggested

To understand how urea affects aqueous solutions, wthat water stabilizes a planar configuration. Solute molecules
compared our urea simulations with similar ones of iso-steriavere placed in a standard box of 216 waters. All waters
molecules possessing the same, planar Y-shape as urea loidgser than 1.67 A to the nonhydrogen atoms of the solute
differing in polarity. (For a description of the molecules and were removed. Then, the box was scaled to the appropriate
their charges, see Fig.)Me have also run simulations using volume V., using the solution’s experimentaf® density
a more polarab initio charge set for urea. For simplicity, we p(M) at molarity M using
refer to thisab initio charge distribution as the “quantum
charge set,” in contrast to the “simple charge set” used for

_ Mpox VW
the initial series of urea simulations. This quantum charge set P p(M)
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FIG. 1. Structure of the molecules used in the simulations and a description of their charge distribAsamlained in the methods, we used the program
SPARTAN™ to calculate arab initio, atomic charge distribution for the quantum urea charge set. All other charge distributions were based onmgaown
potential parameterizatio®Dipoles are given in units of debye and were calculated as an average over all molecules in the highest concentrated simulation
at the time step closest to 900 p$or water, the dimer refers to two waters making one hydrogen bond. For urea, a dimer refers to the cyclic dimer potential
energy for two urea molecules and was defined as consisting of two urea molecules each making a hydrogen bond from its carbonyl gh@ns to the
hydrogen of the other urea. To calculate the minimum energy of the dimers, they wereiplaeedoand allowed to minimize over 2000 steps uUSENgAD.

All energies are given in kcal/mofPotential energies with water were calculated by forming a hydrogen bond between the water hydrogen and a solute
molecule’s oxygen group. In the case of isobutylene, which has no oxygen, water was placed near the pplgeddized carbon. These complexes were

then allowed to minimize as previously describ&ll charges are given in units of electrons. For clarity in the charge distribution table, atoms are listed from
the “top” of the molecule down, and the numbers in subscripts indicate the number of other atoms with that charge in the molecule. All simulations used the
same values for the Lennard-Jones dispersion and repulsion parameters, which were empirically derived for simulations of protein (RefsluBBn36

The following table shows the minimum distancgand minimum energy values for atoms used in the simulations

Atom, bonding H Osp2 0,sp3 O, water Csp2 C,sp3 N
roin A 2.852 50 3.100 50 3.191 92 3.553 22 4.315 00 4.220 20 3.817 10
€ in kcal/mol 0.038 00 0.184 79 0.347 05 0.184 79 0.073 82 0.037 63 0.413 15

wheremy,, is the mass of the atoms in the box in atomic coefficient as a mass transport quantity. This calculates the
mass unitfamu, V,, is the volume of water in a pure solu- squared distance traveled by a molecule from its initial po-
tion (29.89 A, explained in Table)| andm,, is the mass of sition per unit time. For a moleculeat positionr;(t) from
one water moleculél8 amy. For isobutylene, the volume an initial positionr;(0), the diffusion coefficienD at timet
was estimated using volumes from Hargazl*® The simu-  is defined as
lations usd a 2 fstime step, a periodic box, and a smooth
force-shifting truncation as used lcAD for proteir?® and (Iri)=r,(0)]?),
pure water simulationt The system was equilibrated to the Dy=——————— =
running temperature of 298 K, and records were saved every
0.4 or 0.5 ps. Running on a DEC Alpha 3000 400 worksta-
tion, 1 ns of simulation requiree-40 cpu h. We summarize where( ) indicates an average over almolecules. At each
the parameters used for each simulation including box sizesaved time step after the first 100 ps, we calculated a diffu-
density, and length of simulation in Table I. sion coefficient for every molecule using the position of a
Using the progransPARTAN™ (Wavefunctions Ing, we  designated “central atom.” For example, we used the carbon
calculated arab initio set of atomic charges for urea using for urea’s diffusion and the oxygen for water’'s. For each
the CHELPG algorithr?®! and the 6-31 & basis se??>  molecule type, i.e., water or urea, we found an average dif-
The algorithm produces a charge distribution by fitting thefusion coefficient and also a standard deviation about the
electrostatic potential, and the calculations were run at thenean. These values were then averaged over time steps past
restricted Hartree—Fock level of approximation. 100 ps to obtain an overall diffusion coefficient and standard
We used the Einstein relativhto measure the diffusion deviation.

6t '
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TABLE I. Simulation parameter.

Urea simulation parameters

# solutes # waters Molarity Densfty Box side Time
1 214 0.23 1.0021 18.65 1.0
2 212 0.48 1.0060 18.66 1.0
4 208 1.00 1.0139 18.69 1.0
4 204 1.02 1.0142 18.57 1.0
8 207 1.98 1.0288 18.93 1.0
8 198 2.06 1.0301 18.68 1.0
12 203 291 1.0430 19.10 1.0
16 200 3.76 1.0560 19.28 1.0
20 193 4.57 1.0684 19.37 1.0
25 192 5.46 1.0819 19.67 1.0
29 186 6.20 1.0933 19.77 1.0
32 183 6.71 1.1010 19.89 1.0

Acetamide simulation parameters

# solutes # waters Molarity Densfty Box side Time
1 213 0.23 0.9984 18.64 1.0
2 213 0.49 0.9993 18.73 0.2
4 206 1.01 1.0012 18.71 0.2
4 204 1.02 1.0013 18.65 0.2
8 209 1.92 1.005 19.13 0.2
8 199 2.00 1.0048 18.86 0.2

12 200 2.84 1.0079 19.22 0.2

16 196 3.66 1.0109 19.45 0.2

29 178 6.05 1.0196 20.01 0.2

32 181 6.38 1.0208 20.31 1.0
Acetone simulation parameters

# solutes # waters Molarity Densfty Box side Time
1 213 0.26 0.9960 18.65 1.0
2 212 0.51 0.9941 18.73 0.2
4 204 1.01 0.9901 18.71 0.2
4 203 1.02 0.9900 18.68 0.2
8 206 1.89 0.9832 19.17 0.2
8 193 2.00 0.9824 18.81 0.2

12 195 2.79 0.9762 19.27 0.2

16 196 3.49 0.9707 19.68 0.2

29 172 5.78 0.95%6 20.27 0.2

32 176 6.05 0.9505 20.63 1.0
Isopropanol simulation parameters

# solutes # waters Molarity Denstty Box side Time
1 213 0.10 0.9949 18.66 0.2
2 209 0.47 0.9918 18.66 0.2
4 203 1.06 0.9868 18.71 0.2
4 203 1.06 0.9868 18.71 0.2
8 194 1.92 0.9792 18.89 0.2
8 207 1.99 0.9785 19.25 0.2

12 195 2.49 0.9738 19.32 0.2

16 197 3.12 0.9674 19.78 0.2

29 172 5.52 0.9392 20.45 0.2

32 172 5.90 0.9341 20.74 1.0
Isobutylene simulation parameters

# solutes # waters Molarity Densfty Box side Time
1 213 0.26 1.0003 18.62 0.3

32 175 5.84 0.9015 20.88 0.5

4Units used in the table; Molarity in meft density in g/ml; box side in & and simulation time in ns.
PDensities obtained from the 65th CRRef. 48.

‘Densities acquired from Christoffeet al. (Ref. 47.

YThese densities were beyond experimental range, and were therefore extrapolated.

®Used following values for isobutylene and water volumes to calculate the density, isobutylene, 131a68 A
water, 29.89 A Isobutylene volume in water calculated from the volumes in Hagpad. (Ref. 49, while the
water volume of 29.89 Awas estimated by dividing the water's atomic mass by Avagrado’s number and its
density at room temperature.
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We defined the existence of a hydrogen bond geometri- 8 -
cally; the distance cutoff between a hydrogen and an accep- | A) First 100 ps
tor atom was 2.6 A and the angle between the acceptor, 6

hydrogen, and donor atoms had to have been greater than ] T

120°. Our definition of a hydrogen bond is quite stringent. % -[ __ﬂ'ﬂ'
Consequently, in a pure water simulation, we would find & h -'__TmTTTm TTT
only 3.95 hydrogen bonds per water. Integration under the ] TJ‘U_H_U_ .""""'I"'HT
first peak of the experimental water oxygen-oxygen radial IJ-_ “.I._I_lﬂﬂ.l.ll.l_l.llj_ﬁ
distribution function yields 4.4 bonds per watétlydrogen wl

bond lifetimes were calculated by monitoring the existence 0T T T 1
of a hydrogen bond from each recorded time step. A lifetime 30 35 40 45 50 55 60
is measured from the time that the bond was formed until it g
was broken. S o B) Entire 1.0 ns

We calculated the radial distribution function in the fol-
lowing manner. For a distribution function between atoms of 6
type A and type B, distances were computed at each time = ]
step between all type A and B atoms. These distances were Z 4 ~TTTr,
then sorted into a histogram with a specified bin width I B -

. . . . —r 4, . []
(usually 0.10 A beginning at a distance 6 A and ending at 24 = e L LT
20 A. An individual bin of the histograr®(r;) centered at a { =
distancer; was converted into a point in the function using 0_|-', ——
the following relationship 30 35 40 45 50 55 60
r/A
(r)= n(r;)
aslfi Nn(ri)ideal FIG. 2. Comparison of thgyy(r)’s calculated over different time intervals
in the 3.71 M urea simulation. Both the mean and standard deviatiben
where averaged over the 32 nitroggrexe shown(A) shows these values derived
from the first 100 ps, whiléB) shows them from the entire 1 ns simulation.
P(r)) Means are shown by solid squares and standard deviation by error bars. To
n(r)= ! and n(r;)igea= P X Vshel(ri)- display the deviations more clearly, we only show the region from 3.0 to 6.0
Nis Na A. If we presented the entire function from 0 to 20 A, the width of the graph

. . and the peak occurring at 2.15 A due to the bonded, neighboring nitrogen
The number densitp(r;) of B atoms around A atoms is the would dwarf the fluctuations and obscure the point of this analysis.

average number of distances in a bin per time step per atom

of type A, orP(r;) divided by the number of time stepg,

and number of A atomsi,. The ideal number density are closer to the enclosed atom than any other. Faces of

N(r,)iqea Of B atoms around A atoms is calculated from the Voronoi polyhedra, consequently, are equidistant from two

density of type B atoms in the bgxg (number of B atoms atoms, and they can be uniquely identified by the two atoms

divided by the box volumemultiplied by the shell volume they separate. For each atom, we summed the total area of its

Vhe(F) =47 2X Ar. faces and the facial area covered by a particular molecule
To show that our longer simulations provide better statype. These sums were used to find the fraction of a mol-

tistics, we calculated the 32 individual nitrogen—nitrogen ra-ecule’s particular polyhedra area covered by a given type of

dial distribution functionsgyy(r), in the 3.76 M urea simu- Mmolecule(solute and/or solventWe averaged over all mol-

lation (see Table )l for two time intervals; the first 100 ps ecules and time steps after equilibration.

after temperature equilibration to duplicate the length of ear-

lier simulations and for the full 1 ns of the trajectory. For ||I. RESULTS

each interval, we averaged the 32 functions into an averagg

gnn(r) and also found a standard deviation of the mean that™

showed the spread of the functions. Figure 2 illustrates how longer simulations give better
To create a snapshot of the solution, we viewed all simustatistical sampling than shorter ones. For each of the 32

lation trajectories on a Silicon Graphics Indigo 2 workstationnitrogens in the 16 ure@.71 M) simulation, we calculated a

using the progranMOLMAN, which is able to read aBNCAD ~ nitrogen—nitrogen distributiofgyy(r)] over two time inter-

trajectory and display the time steps sequentially. The timevals; the 100 ps after equilibration and the full 1 ns of the

Sampling statistics

step’s coordinates were output and then imported mol- simulation. The figure shows a mean and a standard devia-
MDAD™ (Molecular Applications Groupto generate PICT tion derived from the 32 distributions at each painWhen
files for figures. a system is at equilibrium, we expect the deviation to de-

To calculate surface areas and intermolecular contactsrease with longer simulation times & /t,, wheret andt,
we used the Voronoi construction as implemented in Gerare the lengths of the shorter and longer simulations, respec-
steinet al® This construction surrounds each atom with antively. For our urea simulations, we find this expected behav-
unique polyhedron, so that all points within the polyhedronior; the deviation from averaging over 1 ns is 28% of that
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coefficients to ones we determined from our simulations. Our
Urea Diffusion (A values for both charge sets faithfully reproduce the trend in
the experimental values; increasing the urea concentration
slows its diffusion. This progression makes sense since pure
urea exists as a solid at room temperature suggesting that the
diffusion in concentrated solutions is very slow. A line fit
through the experimental diffusion coefficients usually falls
within one standard deviation of the values calculated from
simulations which use the simple charge set. However, all
the urea diffusion coefficients from simulations using the
guantum charge set do not come within a standard deviation

3.0

Diffusion Coefficient (105 cm¥s)

3.0 of the line derived from the experimental values. Moreover,
] r diffusion with the quantum charge set is always slower than
ig® % e o ° with the simple charge set. The lower portion of the figure

20-=° ¥ ® o o o ' . . compares the water diffusion coefficients found from the two

° series of urea runs. Increasing urea concentration retards wa-
Lo o ° ter diffusion; however, this effect is much more prominent in
o simulations using the quantum charge set.
] B) Water Diffusion .For the qther. solutes,. we compare simulation versus ex-

Y S — perimental diffusion coefficients in Fig. 4. Although most of

00 10 20 30 40 50 60 70 the solute runs simulated a shorter period of time than the
Molarity urea onegsee Table)), they are within acceptable agreement

of the experimental numbers. More importantly, the runs
FIG. 3. Diffusion in urea solutions. Experimental values are shown withSimulated for longer times and with more solute molecules

(0)); values from the simulation using the simple charge set are representegixhibit solute diffusion coefficients that are generally closer
by (@); and values from the simulation using the quantum charge set ar

represented byO). (A) contrasts the urea diffusion coefficients from ex- fo experiment than, the, shorter runs with less solute ”?0"
periment to those found in our simulations. To compare simulation vaIue@CUles- For water diffusion, we haVe only been able to find
outside of the experimental range, we extrapolated a straight line from thexperlmental values from studies of acetone SO|UUF’8I’IS.

experimental diffusion coefficientsB) shows the water diffusion coeffi-  Comparison with this data shows that water diffusion coef-
cients from our simulations of urea solutions. For comparison, the experi

mental diffusion coefficient of a pure water solution is3210~° cn?/s (Ref. TICIG_ntS from our SImUIaj[IonS successfully approxmate e_X-
61). In both parts, the error in the urea diffusion coefficient found from Perimental values. We find these results quite encouraging.
simulation tends to decrease as the urea concentration increases. This gredB®cause we use a general parameterization based on previ-

reliability of the diffusion coefficient is due to the increased number of ureasg;g protein simulations, we assume that similar groups on
sampled during the calculation. For example, the simulation with 1 urea ;

(0.23 M) has a standard deviation of almost a magnitude greater than thgmcerent solutes have the Sa_me attributes. Al_thoqgh Meler
simulation with 32 urea¢6.71 M), 0.70<10°° créfs vs 0.0x10° cnfs, ~ and Coussefid have shown this to be an oversimplification,

respectively. The data from the Gosting and Akeley experirtRet. 62 on  our method is still able to reproduce the experimental diffu-
the diffusion of urea in water were incorrectly reported in Landolt and sion of the solutes quite accurately.

Bornstein(Ref. 56. A constant relating the diffusion coefficient to its con- . . . .
centration was given instead. The data found by Albright and NREsf. 63 We would like to explaln an apparent contradiction in
and the correct experimental diffusion coefficients from Gosting and AkeleyOur results. The more polar, quantum charge set slows the
are plotted in(a) and listed below in units of 16 cn¥/s. diffusion of both urea and watefFig. 3. In contrast, as

Molaity 010 013 025 050 075 098 100 150 200 300 4% ghown in Fig. 4, simulations with the other solutes indicate

gg;tényg and 1373 1363 1343 1326 1309 1307 1274 1245 1189 1143 that increasing a solute’s polarity increases its diffusion. As
Albright and 1.374 1370 1.344 1,305 1234 1165 1107 described in Fig. 1, these solutes used charge distributions
Mills

that are not nearly as strong as the one used by the quantum
charge set ureas. Comparing the diffusion from these two
from averaging over 100 ps, and this decrease is nearly thté(pes qf charg_e distributiqns Is misleading, becal_Jse they in-
same as the 32% expected. Thus, analysis of deviations iteract in solution much differently as discussed in the next
dicates that our system has reached equilibrium by 100 ps_sectlon.
Note, however, that being at equilibrium does not pre-
clude the need to collect sufficient statistics for accurate rec Hydrogen bonding
sults, and the drop in deviation illustrates this point. Conse- ) )
quently, Astrand et al’s simulationg2 may have been at In Fig. 5, the two representations of part A show that the
equilibrium, but they were not long enough to provide Cc,m__total number of water hydrogen bonds decreases for increas-
parable statistical sampling to our simulations. ing concentrations of solutes other than urea and that this
effect becomes more pronounced the more hydrophobic the
e solute is. We expect such behavior, since we are introducing
B. Diffusion . :
more nonpolar groups with which water cannot hydrogen
In Fig. 3, we compare the experimental urea diffusionbond. On the other hand, increasing the molarity of urea
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; greatest decrease caused by the quantum charge set. As
25 Acetamide (A shown in Fig. %c), the urea makes up for its lack of water—

20 o T - water hydrogen bonds with water—solute hydrogen bonds.
+ s 2 Therefore, although the less polar solutes allow water to
1.5 T ° ° make more water—water hydrogen bonds, they cannot make

IOEM as many water—solute hydrogen bonds, which creates an
U310 1 Y
Je

1

overall decrease in the total number of water hydrogen
0.5-; bonds. In contrast, urea increases the total number of water
hydrogen bonds because of its ability to form more water—

00— T T T T 1

Q 0 1 s 3 4 5 6 ' 7 solute_ hydrogen ponds.
~ Figure Hd) displays the average number of hydrogen
g ] bonds made by each solute molecule. Increasing the concen-
e 23 T A Acetone (B tration of acetamide, acetone, and isopropanol decreases the
z 2.0_5 da 8 TRl number of solute hydrogen bonds. One explanation of this
?q:") ] T & Tl é__\ effect is that these solutes aggregate and thus sequester their
g 15 i ® _ : ) hydrogen bonding groups from water. For urea, increasing
= 1.0-3...\&4.\‘\ the concentration has little effect.
8 18 - Ureas using the quantum charge set make more hydro-
g 05';1 2 gen bonds than the ureas using the simple set. This is under-
§ 0.0 1= —— standable as one might expect that increasing the polarity of
”‘uog 0 1 2 3 4 5 6 17 a molecule would increase its hydrogen bonding. Not so eas-

ily rationalized is the contrary behavior of the two charge
sets shown in Fig. (8l); increasing the concentration of ureas
with the stronger dipole slightly decreases the total number
of urea hydrogen bonds, whereas ureas using our simple
charge set increase their number of hydrogen bonds with
increasing concentration. To explain these differences, Figs.
5(e) and f) show the breakdown of urea’s hydrogen bonds
for each charge set. In Fig(é), we can see that ureas using
the quantum charge set form more urea—water hydrogen
bonds, but as shown in Fig(dj, the urea the using simple
charge set make more urea—urea hydrogen bonds. This last
Molarity result is particularly interesting since it is directly related to
the formation of urea dimers. In simulations at the highest

FIG. 4. Diffusion in solute solutions. All experimental values of the above Concentratlon' the Slmple Charge set forms over tW'Ce the
diffusion coefficients were obtained from Landolt=Bstein(Ref. 56. (A)

compares the acetamide diffusion coefficients found from simulation, de-number of urea—urea, “dimer,” hydrogen bonds as quantum
noted by the(®), with experiment, shown by the solid linéB) compares charge set.
the experimental and simulation diffusion coefficients for both water and ~ We calculated average hydrogen-bond lifetimes for all

acetone. Simulation values for water are given by(thgand for acetone by simulations and Categorized them according to donor—
(@). Experimental values are again shown by lines; the broken line repre-

sents experimental water values and the solid line represents experimenépceptlor_ pairs. In general, hydmg.en'bond lifetimes were
acetone onegC) shows the diffusion coefficient for isopropanol from ex- Very similar between solutes. The simulation of pure water

periment, the solid line, and from our simulations, {@. As in Fig. 2, the possessed an average lifetime of about 2 ps. In the solute
standard d'eviation exhipits tht_a same decrease with increasing concentratig?mmations, water—water hydrogen-bond lifetimes lasted
as seen with the urea simulations. .
from between 10% to 20% longer and showed a small in-
crease with increasing concentration of solute. For all other
caseqe.g., water—soluje the hydrogen-bond lifetimes were
solutions causes water to make more hydrogen bonds, withery similar for solutes other than urea. Isopropanol was the
the quantum charge set inducing more water hydrogen bonanly exception with lifetimes sometimes 10 times longer
ing than the simple charge set. To investigate the differencéhan the other solute@ata not shown
in water hydrogen bonding between urea and the less polar Table Il contrasts hydrogen-bond lifetimes between the
solutes in more detail, we categorized the types of hydrogetwo urea charge sets. As mentioned in the previous para-
bonds made by water. In Fig(t9, the simulations generally graph, lifetimes of hydrogen bonds made from a water oxy-
show a decrease in the number of water—water hydrogegen to a urea hydrogen are almost the same for the two
bonds with increasing concentrations of solute. Furthermoresharge sets. The major disparity is in lifetimes involving
contrary to the trend shown for total water hydrogen bondsurea’s oxygen and a water's hydrogen. In urea simulations
the more hydrophilic a solute is, the more it lowers theusing the simple charge set, this type of hydrogen bond lasts
amount of water—water hydrogen bonding. The urea simulaen average about 1.5 ps. As the concentration of urea in-
tions demonstrate this phenomenon most clearly with thereases, the quantum charge set simulations steadily increase

25 Isopropanol (C
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FIG. 5. Hydrogen bonding in each of the highest concentration solution solu®ndepicts the total number of water hydrogen bonds and is shown twice

using different scaling.gs) shows the graph on the same scalgB)sand (C) for comparison, while .) enlarges the region from 3.75 to 4.05 to aid in
distinguishing trends. As explained in the Methods, our hydrogen bond definition is so stringent that we do not find the experimental 4.4 bonds per water in
the pure water simulatioriB) is the average number of hydrogen bonds formed between wétgmisplays the number of hydrogen bonds between a water

and a solute molecule made per water(Bi and(C), we only compare the results from three series of simulations for clarity; the urea simulations using the
simple charge set, the urea simulations using the quantum charge set, and the acetone simulations. Pleagé hise¢hbaum of(B) and(C). (D) shows

the total number of hydrogen bonds made per solute molecule. Since isobutylene cannot form any hydrogen bonds, those runs were left out of the figure. For
acetamide, acetone, and isopropanol, the average number of hydrogen bonds that they make directly reflects their ability to hydrogen bond. Acetamide can
form the most hydrogen bonds with its carbonyl and amide grésges Fig. 1 Isopropanol’s hydroxyl group forms more hydrogen bonds than acetone’s lone
carbonyl group. So, in the simulations, the solutes rank in the above order from the most hydrogen bonds made by acetamide to none made by isobutylene.
(E) displays the average number of waters hydrogen bonded to a d#lute.the average number of solutes making hydrogen bonds with another solute. In

(E) and(F), we only show numbers for the two charge sets of urea since the other solutes did not show any significant trendgAAs(Ritls the sum

of (E) and (F). All values calculated per time step.

the hydrogen-bond lifetimes between the urea oxygen antlm charge set. This is also true for the other radial distribu-
the water hydrogen to almost 4 times the value of the simplgion functions. Therefore, we will only discuss the
charge set. For urea dimers and oligomers, the quantumistributions from the simple charge set simulations, and fur-
charge set gives lifetimes that are on averag#9% longer  ther comparisons with experiment will only show distribu-

than those from the simple charge set. tions from those simulations.

Overall, the experimental and simulation N-centered
D. Radial distribution functions curves are similar in appearance. The main difference is in
1. Comparison of simulation with experiment the height and location of the first peak, which is higher and

In Fig. 6, we compare radial distribution functions found closer for the curves from simulation. This probably reflects
from neutron diffraction experimerfts?25’with ones calcu- & closer N--H spacing in the simulation. Such discrepancies
lated from our simulations. Figure® shows the total nitro- have been reported in other simulation stude¥.We also
gen centeredN-centeredi radial distribution functions. This Show distribution functions for the H-H and K3,C,N
quantity measures the total number of all types of atom$pacings in Figs. ®) and Gc), respectively. These distribu-
(carbon[C], hydrogen[H], nitrogen[N], and oxygen[O])  tion functions more closely match experiment than the
within a certain distance of a nitrogen. As seen in the figureN-centered distribution discussed above. Still, the simulation
the N-centered distribution is essentially the same for simuresults tend to have sharper peaks than the experimental
lations using the simple charge set and for those using quarurves.
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TABLE Il. Hydrogen bond lifetimes for urea simulatiofs.

Molarity 0.23 048 100 1.02 198 206 291 376 457 546 620 6.71

Urea oxygen—urea hydrogen
simple 1.10 090 094 091 0.89 097 094 098 0.99 1.03 1.02
quantum 2.04 1.14 1.22 1.44 1.23 1.27 1.30 1.35 1.27 1.37 1.37

Urea oxygen—water hydrogen
simple 139 157 155 158 157 162 162 170 168 174 180 1.78
quantum 497 508 475 528 560 518 549 545 571 579 6.76 6.33

Water oxygen—urea hydrogen
simple 062 076 075 077 075 075 078 079 079 080 082 081
quantum 099 097 098 09 101 098 1.03 102 1.06 107 113 112

aMolarity is given in units of mol” and all lifetimes are reported in picoseconds.

2. Water structure Table Il sums up our results for the simulations contain-
. ] ing 32 solute molecules. The better a solute mixes with wa-

~ Figure 7 displays the water oxygen—oxygé®-O) ra-  ier the greater a fraction of a water molecule’s surface it
dial distribution function from various simulations. This . vers on average. As expected, the most polar séluea
function measures how well a solute mixes with water. ASqjng the quantum charge sebvers the greatest fraction of
expl_alned in the me_thods, the radial d|str|but|oq funpt!on ata, \vater's surface, and decreasing the solute’s polarity lowers
particular distance is the actual number density divided byiq fractional coverage. Conversely, the more a solute tends
the nu.mber density of a perfe(?tly dlsFrlbuted system. In thls[0 aggregate, the more it contacts and covers other solute
case, if the waters are well mixed with the SOME’T' then they secules instead of water. This trend is evident as the sol-
closer the distribution would be to pure water. Figute)7 utes become less polar. To provide a point of reference, we

ihows the \f[\;]ater O—tO dlsrt]rlbutmn tfunc;]t_llonls:.frogh&mula-Calculated a hypothetical, percentage solute—solute surface
ions using the quantum charge set, while Fig)%shows area for a pure water simulatioffior more detail, see the

functions from simulations using the simple charge set. Aﬁegend to Table 1) Values larger than this hypothetical,

with the other distributions, they are quite similar to each . LS
. . water surface area is a good indication of how well a solute
other. Also, even at the highest concentration, urea does not

seem to affect the water O—O distribution much in compari-IS aggregating. We find it surprising that the quantum charge

son to pure water, which indicates that urea disperses well iﬁet urea has a value less than the hypothetical water one. This

solution. As the solute molecules become less polar, th{andmates that the quantum charge set urea is somehow resist-

more they disturb the water O—O distributifsee Fig. T0)]. Ing aggregation by surrounding itself with water molecules.

Features up to 10 A are shifted up, while past 10 A, the curvell3elng the Ieast. polar, isobutylene ?hOWS _the grgatest amount
f self-interaction. In fact, over its entire trajectory, the

dips below 1 to compensate for the local enhancement. I8 : . . .
effect, these attributes indicate that the water and solute allgobutylene simulation possessed a substantial population of
separating from each other as the hydrophobicity of the sol§0|u,te molﬁculeis cc;mpletely ser?ueste]red fromlwiié)out
ute increases, suggesting that the less polar solutes aggreggl times the value from any other solute simulafiodon-

in proportion to their degree of hydrophobicity, in contrast toVerting this value |_nto something more tractgble, we find that
urea which remains well mixed with water at almost every time step there was one isobutylene com-

pletely surrounded by other isobutylenes.

This result suggests that not only did isobutylene aggre-

As the hydrophobicity of the solute increases, the aggregate, but it actually created a separate hydrophobic “phase”
gation of solute creates an actual phase separation. We séem water. If so, then we expect to find two species of
this phenomena clearly for the most concentrated isobutylenigobutylene molecules; one at the water—solute interface and
solution in comparison to the urea solution at a similar con@ second partitioned from water in the hydrophobic, solute
centration(Fig. 8). To measure the degree of aggregation, wePhase. A histogram of the average fraction of a solute’s sur-
calculated the fraction of a molecule’s surface area coveretfice area covered by other solute moleculeg. 9 clearly
by other solute and solvent molecules. To calculate surfacghows these two populations in the isobutylene simulation.
areas, we used the Voronoi polyhedra construction as ddsobutylenes with~79% of their surface contacting other
scribed in Gersteirt al®® Because this construction associ- isobutylenes interacted with water at the interface, whereas
ates with each nearest neighbor a unique patch of “contadsobutylenes in the second population caused the noticeable
area,” it allows a more precise definition of the extent of spike at 100%. The other solutes were like urea in that they
coverage than simply counting neighbors within a distancealid not contain significant numbers of molecules completely
cutoff. separated from watdiTable Ill).

E. Aggregation/solvation
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30 the urea moleculéFig. 1). The quantum charge set, which
has a dimerization energy about twice that of the simple
charge set, more closely models the actual urea dimer en-
ergy. Nevertheless, radial distribution functions show that
both sets produce nearly equivalent solution structures which
are very similar to experimental curvéBSigs. 6 and Y. This

is in agreement with the work of Chipet al.,>® who studied

the effects of various charge distributions in simulations of
polar molecules in water and found that more complex or
stronger charge distributions did not offer any significant ad-
vantage over a simple charge distribution.

Dynamically, using the simple charge set approximates
experimental diffusion coefficients better than using the
guantum charge sdfFig. 3). Moreover, other simulations,
which used polarizable potentials aat initio charge sets,
were also unable to reproduce the experimental diffusion co-
efficients. For example, using a urea charge set with a dimer
energy of around-20 kcal/mol, Tanakat al?® and Astrand
et al32 both found diffusion of urea to be less than the ex-
perimental values. Additionally, they noted a decrease in wa-
ter mobility near urea molecules. Our analysis of hydrogen
bond numbers and lifetimes support these findings. We find
that the quantum charge set ureas spend more time com-
1.8 [ plexed to a larger number of waters than ureas using the

[ simple charge sdffable Il and Fig. 5. As a result, the num-

>

GN(r)

Zug(™

' ] : ; i ber of hydrogen bonds between ureas reveals that using the
T 124 5 B weaker, simple charge set for urea, surprisingly, favors dimer
g . _ formation.
) We can explain these results if we consider the strength
& of the various interaction energies. For clarity, we summa-

rize the interaction energies from the two types of urea so-
lutions in Table IV. In our system, using the quantum charge
set not only doubles the strength of urea—urea interactions,
but it also increases the strength of urea—water interactions.
r/A The water—water interaction remains the same. Therefore, as
long as there is an excess of watat 6.71 M, the ratio is
FIG. 6. Comparison of experimental vs simulation radial distribution func- gbout 6 waters for every urgdhe solution is better off form-
tions. All experimental data was taken from Turraral. (Ref. 22. (A) g yrea—water complexes at the expense of water—water
Nitrogen centered radial distribution functiorSy(r), compared between | | | il K
our 6.71 M urea simulations using the simple charge &&), and the Or?es- As a resg t, a urea mo ecule ‘_N'. make mlore Fon_taCtS
quantum charge sef;]), with a 7 M neutron diffraction experiment®). with water, which consequently inhibits urea dimerization.
The neutron diffraction experiments were performed withy Bubstituted Figure 5, which shows the breakdown of the hydrogen bond-
urea and O, which might explain some of the differences between the; .,y hawerng, clearly illustrates this. The imbalance of inter-
simulation and experimental curves. The features past 4.0 A have been . . .
attributed to truncation rippleéRefs. 29, 64 (B) shows the H—H radial molecular energies also InCreases _the amount of time a urea
distribution functiongy(r), and(C) shows the H€O,C,N radial distribu-  spends complexed to water as indicated by longer hydrogen
tion function, gy ocn(r). For both, the neutron diffraction study used a 10 phond lifetimes(Table II).

e b s e 142 Ly, In other simulations using quantum charge sets and po-
distributions for 0.23 M{O) and 6.71 M,(A), urea simulations so that a tentials, we believe that the same situation occurs. The basis
trend can be seen. for our reasoning is shown in Table |V, which additionally
lists the intermolecular energies fromsthandet al’s urea
simulation§?*2and shows that the ratios between their inter-
IV. DISCUSSION molecular energies are similar to our quantum set. The urea—
urea interaction is-4 times stronger than the water—water
. interaction, and the urea—water interaction is twice the
As explained previously, #trandet al3? have argued strength of the water—water interaction. As in our quantum
that a more realistic, urea dimer energy of abet0 kcal/  charge set simulations, these unbalanced energies most likely
mol would favor formation of complexes in solution. In or- explain why Astrandet al. did not find more urea complex-
der to test this idea, we have run equivalent series of simuation and their diffusion was so low.
lations using a simple charge set or a quantum charge set for With the ENCAD potential, using the simple charge set
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A. Choice of urea potential
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FIG. 8. Snapshot of the periodic box at 450 ps. The sticks represent water
molecules and the dot surfaces indicate where the solute molecules are
located.(A) shows the 6.71 M urea simulation, whilB) shows the 5.84 M
isobutylene simulation.

——— water ====0---- 376 M urea, s
......... Do 023 Mutea, s -———&-—- 671 M urea, s for urea produces similar intermolecular energies for all three
types of associations in solution. Therefore, one interaction
6] C 125 ; is not favored over the other. Experiments measuring the
5 ; ] FF strength of hydrogen bonds in urea solutions support such a
e 10 > 5 model!*5%6°The nearly equivalent intermolecular energies
E ] q ] | allows the simple charge set to reproduce the solution’s en-
§ 3] i O © 1 o1 1618 20 F ergetic and dynamic qualities more accurately. As mentioned
2] o earlier, radial distribution functions from the simple charge
1 ] \ ) set are as close to experimental curves as those from the
] quantum charge set. For these reasons, we believe that in our
0t ——+ system, the simple charge set derived fromekeAD poten-
01 9 10 tial parameterization is better suited for further studies with
water e 6.05M proteins.
acetone
"""""""""""""" S,le‘g‘ fsﬁg,ﬁfml B. Assessment of urea models
"""""" 68 M e Our results do not directly support either of the thermo-

FIG. 7. Comparison of the experimental and simulation water oxygen—oxygen radialynamic models. The SKSS model is based on urea forming
distribution functiongog(r). In all the parts, the inset shows thgg(r) from 10 to 20 dimers and oligomers in solution, but we do not find any

A_. The legend for eagh graph is shown below it. In each legends danotes the substantial aggregation of urea. As mentioned earlier, using a
simple charge set, while@represents the quantum charge §&).compares @oo(r)

from a pure water simulation to those found in the urea simulations using the quanturﬁnore polgr,ab |n|t.|o charge Q|str|but|on f(?l’ L_“'.ea In an at-
charge set(B) is the same comparison with the urea simulations using the simpletempt to induce dimer formation actually inhibits urea—urea
charge set. Except for the quantum charge set @@&aontrasts all the watagoo(r)’s dimers and instead promotes urea—water interact(Gl'rgs

from the highest concentration solute simulations with the pure water distribution. T05) In fact. we do find solute—solute complexes in our simu-
point out the correlation between the stepwise perturbation of the ygigr) and the ’ !

degree of hydrophobicity of the solute, we show the values of the first peak, the firslationsi but they QCCUF more O_ften for the less pOIar _S(_)IUteS-
trough [as defined from the experimental, pure watei(r)], and the approximate ~ AS these solutes increase their degree of hydrophobicity, the

middle of the dip past 10 A in the following table. All headings correspond to the more they aggregate in solutioﬁiﬁable 11l and Figs. 7, 8, and
concentration and type of simulation specified in the legenCio

Urea, IS0- IS0- 9), and of all the solutes, urea aggregates the least because of
Feature r/A Water simple Acetamide  Acetone propanol butylene its ability to hydrogen bond. Since the SKSS model at-
First 275 305 383 2417 4.70 4.63 516 tributes all of the increase in enthalpy of a solution to urea—
peak urea hydrogen bonds, it does not consider other interactions.
foogh o> 0% 02 104 e 120142 gych an oversimplification suggests how our results can sup-
“dip” 1495 1.00  0.99 0.97 0.94 0.92 088  port this model. The SKSS model implies that urea adds
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TABLE lll. % covered surface area of solutgs.

Urea, quant Urea, simple Acetamide Acetone Isopropanol Isobutylene
WateP 6.71 M 6.71 M 6.38 M 6.05 M 590 M 5.84 M
Average percentage of a solute 31 (16) 27 (11 38 (15 47 (18 57 (18 59 (16) 69 (16)

molecule’s surface covered by

another solutés.d)

Percent of solute molecules 0 0 0 0.0034 0.17 0.031 34
completely surrounded by

other solutes

Average percentage of a water 31 (16) 26 (15 23 (15 22 (17 21 (16) 21 (19 17 (15
molecule’s surface covered by

solute(s.d)

aTable Il shows data from the most concentrated solutions of each solute. For reference, the molarity of each solution is reported underneath each heading.
Standard deviations are noted as s.d. in the row headings and are shown in parentheses for each value.

bFor reference, we calculated percent surface areas in a pure water simulation. We marked a number of waters occupying the same volume percent as the ures
in the 6.71 M simulation(~30% by volumé. These marked waters were treated as if they were solute molecules, and we performed the same analysis on
this system as with the other molecules. The water simulation is completely distributed, which explains why we get the same values for the fraction of surface
area covered by marked water around a marked water molecule vs an unmarked water molecule. In the calculations on the water simulation, we did not
connect waters together, but treated them independently.

hydrogen bonds to the solution, but assigns them all to ureathose that do nofordered. Our classification does not iden-
urea interactions. As seen from the hydrogen bond data itify the disordered waters as in a denser or more compact
Fig. 5, urea increases the total number of hydrogen bonds istate like the FF model suggests. Because the less polar sol-
the solution. If we only consider this quantity, then in this utes aggregate more than urd@able Ill and Figs. 7, 8, and
indirect manner, our data supports the SKSS model. Evef), these simulations partition the solution into water rich
though this explanation of aqueous urea is quite simplistic, iand solute rich phases. The separation allows fewer waters to
is sufficient to describe the thermodynamic data and is usefuhteract with the solute and more waters to be tetrahedrally
as point of departure from which to develop future conceptcoordinated with each other. In contrast, we find that urea
involving urea’s interactions in solution. preserves the water distribution by dispersing evenly with
As for the FF model, we find that urea affects waterwater in solution. This finding agrees with previous simula-
structure, but not exactly in the same manner as the moddions that found that the addition of urea does not signifi-
proposes. In the FF model, water exists in two stdtes  cantly perturb the water distributidii?®2%32 The water
dered or disordergdand that by interacting with only the hydrogen-bonding pattern in Fig. 5 and the surface area cov-
disordered water, urea increases the disordered population.dfage data in Table 11l show that the less polar a solute is, the
we apply the logic of the FF model to the other solutionsmore the water in solution interacts with itself. Therefore,
with less polar solutes, we would expect them to have morarea, being the most polar, allows the least amount of water
ordered waters than a urea solution at a similar concentraself-association, because, of all the solutes, it interacts the
tion. In a binary solution, the two states of water can bemost with water. In terms of the FF model, there are more
thought of as those interacting with soluigisorderegland  waters in contact with ure&disordered watejsand less in
bulk (ordered watepsthan in the other solute solutions.
Thus, our results can also support the FF model.

4 Both models can be correct, and to a certain degree, each
] must possess some element of the truth since they are both
~ 5] able to explain the thermodynamic data. Furthermore, the
=3 -1 . .
g 7 mixed experimental results also suggest that each model has
g 1 some validity. To reconcile two seemingly opposing views,
=
g 27 we propose that both models approach the same phenom-
3 enon from mutually exclusive perspectives. The SKSS
© ] model explains urea’s aqueous properties in terms of its abil-
0 TABLE IV. Interaction energies in urea solutiofhs.
0 10 20 30 40 S50 60 70 80 90 100
Fraction of a Solute's Surface Contacting Interaction Simple Quantum ° swrandet al®?
Other Solutes (%)
Urea—urea -8.3 —16.3 —21.9
FIG. 9. Percent coverage of a solute’s surface by other solutes. The thin lindrea—water -7.7 -12.0 -11.2
represents the distribution of the percent surface area covered by other saWater—water —-7.2 -7.2 —4.7

ute molecules for the 6.71 M urea simulation using the simple charge set
The thick line shows the same for the 5.84 M isobutylene run. Both histo-°All energies given in kcal/mol.
grams were normalized by their respective total number of counts. PReferences 32 and 45.
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the amount of disruption caused by apolar solutes. In sum,
the ability of urea to hydrogen bond is important in preserv-
ing the structural integrity of water when apolar solutes are
introduced. Urea also minimizes the entropy lost in creating
the solvation shell by replacing three of the first shell waters
with a fixed, planar structure that pays less of an entropic
price in forming a hydrophobic interfad&ig. 10.

V. CONCLUSION

In our simulations of urea solutions, we have shown that
a simple charge distribution for urea used with @wcaAD
potential reproduces the structural and dynamic characteris-
tics of a urea solution better than a quantum calculated
charge distribution. Comparing the urea simulations to simi-
lar simulations of Y-shaped analogs, we show that urea tends
to distribute evenly in solution, whereas the other molecules
are more disposed to aggregate depending on their degree of
hydrophobicity; the less polar a molecule is, the more it ag-
gregates. Applying Voronoi polyhedra in our analysis of near
neighbors, we found that the most hydrophobic analogue
FIG. 10. Two dimensional representation of solutions around a hydrophobigisobutyleng formed a phase separation with water. These
sphere.(A) schematically represents in two dimensions a hydrophobicr sults show that the common models for urea solutions are
sphere in a solution of water. The hydrophobic sphere is a large and shad%g . . .
circle in the middle, while the other smaller circles are waters. The stippling?0th correct, since they describe different aspects of the same
of the small circles marks the 15 water molecules in contact with the hyphenomenon. Furthermore, because urea mixes so well with
drOphObiC SpherdB) shows the same hydrophobic Sphere, but this time Inwater’ we believe that urea denatures protelns by decrea3|ng
a solution of aqueous urea. Ureas are represented by the boldly border . . .
trefoil shapes. As iffA), the stippling marks the molecules in contact with %e fre,e energy l:equ”ed to solvate a hydrOphOb!C residue. To
the hydrophobic sphere. Urea mixes well with water and can displace watdflVestigate urea’s involvement at the solvation interface, we
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ecules in(A). Thus, the hydrophobic sphere orders less of the urea—water

solution than it does pure water.
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