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Abstract
In this review, we describe the relationship between systems biology and text mining. On the one hand,
text mining functions as a practical tool for systems biology research, which integrates diverse sub-fields and
and takes an overall, systems-level view of biological phenomena. In this vein, various analyses have been
done to recognize biological entities, construct networks of them (e.g. protein-protein interaction maps) and
even find disease-associated genes directly from texts. On the other hand, text mining can also be applied
to study systems biology itself, giving a "distant-reading perspective" on the evolution of the field. For
example, by examining changes in the frequencies of terms in systems biology publications, we can analyze
trends in research focus and in the popularity of systems approaches in various subdomains (e.g., in cancer
research). Given these two uses of text mining for systems biology, we close with suggestions for adapting
current publication formats for facilitating text mining and enabling its broader use.
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Introduction
Systems biology has an interesting relationship with text mining. On the one hand, text mining functions as
a practical tool for the field and has been employed in a number of contexts (eg protein protein interactions).
As systems biology tends to have a large-scale perspective, the field embraces the "distant-reading" approach
provided by text mining. On the other hand, we can turn the tool itself onto its observer and use text mining
to study system biology as a field. In particular, compared to other domains in biological sciences, systems
biology is a relatively new field, uniting a number of disparate sub fields in biology and systems theory,
such as large scale analysis of networks, pathways and proteomes [20, 19, 31] . Insofar as this is the case,
the umbrella term systems biology is quite important to the sub-fields being united under it. Thus, It is
meaningful to ask to what degree it is functioning in a cohesive sense. Furthermore, it is interesting to ask
whether it is a term rising in popularity or being supplanted by other new fields in todayâs biological science
such as genomics and quantitative biology.

Here we survey both these aspects of systems biology and text mining - first as a tool for the field and
then as way of understand the evolution of the field itself.

Text Mining as a tool in Systems Biology
The current usage of the term text mining only dates to 1999 (though there are uses of text mining approaches
before the with early applications dating back to 1980s).[16, 15]Since 2000, text mining has risen to become
a popular jargon word. As a method for systematic information retrieval from large amount of publications,
text mining is naturally a handy tool for systems biologists. In fact, biomedical text was one of the earliest
applications of text data mining.[2, 33, 8]. In regard to systems biology, this approach has been applied
in a few interesting scenarios in "omics" studies, such as mining the frequently studied genes in human
genome[7] and analysis of the human phenome[29]. Although these studies demonstrated the potential of
text mining and showed some interesting observations, they did not directly address traditional biological
questions, such as identifying drug candidates or disease-related genes, building protein-protein interaction
(PPI) network or help testing hypothesis. Here we try to systematically compare traditional literature
screening and automated text mining at each level of the literature search, summarize what text mining has
achieved and envision what text mining can do to help address biological questions in the future .

Figure 2 shows the comparison between traditional reading and text mining in the full cycle of scientific
discoveries. If we look back for only a few decades, research articles were still in paper copies or camera-
ready form, which required manual curation to tag the subjects and topics. As a result, it is impossible for
researchers to perform automated literature screening for researchers. In the past two decades, electronic col-
lections of research articles like PubMed(1996) and research article search engines like Google Scholar(2004)
have made the searching for relevant publications much easier. Moreover, the search result is much less de-
pendent on the keywords that the authors provided or quality of curation[4]. Rather, the result is automated
by semantic matching in the scope defined by the user. Databases and servers are able to integrate large
amount of biomedical publication.[30, 1, 9]

The next step for literature searches is reading and screening publications with a focus on specific topic or
subject to form a picture and assumptions. With manual reading, this depends on the prior knowledge of the
reader, introduces bias when the reader decides which article is relevant and requires human time and effort.
It can now be automated at many levels by retrieving information from word frequency to topic modeling in
either static or dynamic fashion. Popular tools such as Term Frequency-Inverse Document Frequency, Latent
Dirichlet Allocation (LDA)[5], and dynamic LDA have been used to model large corpora such as Twitter,
news, as well as scientific publications. [24, 13]. Although the application case for modeling research articles
examined data from a rather broad scope and therefore requires less biological domain knowledge. Scientific
symbols and vocabulary have made the task of customizing the tools for a specific research area more
challenging.[22] To address this problem, software tools for named entity recognition (NER) in biological
context have been developed.[28, 11, 23, 34, 35] Most of these tools are based on machine-learning methods
and either learn the feature of biological terms of identifies terms from the context.

The most challenging step is to answer biological question from the processed text. A classic case is
constructing Protein-Protein Interaction (PPI) network, other molecular interactions network from text
mining. Several successful tools have been developed to aid in this process, many through BioCreative
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challenges.[26, 32, 3, 21, 14] Recent works also tried to find genes associated with diseases like breast cancer
and find drug targets and novel application of existing drugs through text mining. [18, 10] These types of
automated text searches bear some common traits: 1) the task requires large amount of lab result reports.
2) the results reported are easy to interpret from straightforward semantic relations such as word distance,
concurrence, and connecting verbs without human judgment. As a result, those tasks requires less specific
biological knowledge but more raw data in the form of larger textual corpora. This feature makes them good
target for machine reading to reduce human effort. Although this is already a great efficiency improvement
from manual screening from an efficiency perspective, we can imagine that more complicated biological
relations can be automatically mined from text with customized tools. To facilitate this advancements, the
language used to report biological experiment events need to be more standardized for the machines to read.
For example, set default choices of verbs for specific types of interactions, simpler sentence structure, even
standard forms for graphs and plots would make machine screening much easier.

The ultimate goal for automated text mining is to draw conclusion from the texts, generate new ideas,
and even propose hypothesis from existing literature. This is yet to happen in the the biological text mining
world, but can be made possible when combined with other machine learning tools. For instance, network
analysis tools have enabled imputation of missing nodes[17] and evaluation of distance and centrality of [27]
for social or biological network analysis. When combined with text mining results of molecule interaction
network, automated pipelines that infer interactions between molecules that haven’t been discovered or hard
to crystallize experimentally. Furthermore, drug search for cancers can also be expedited with text mining
on both the pathway and molecules related to the condition, and the drug molecules that interacts with
those molecules.

Text mining reveals trends within systems biology
Overall, the number of research publications has been growing exponentially. More than one million
manuscripts were published in year of 2017 alone. [1] As a result, it is challenging for researchers to conduct
extensive literature searches on any topic or subject. Among all the areas in biological sciences, systems
biology may be the most challenging to conduct thorough literature screening. Different from other fields in
biology that focus on specific subjects, systems biology integrates knowledge from various fields by studying
their interactions and relations. Therefore literature screening can give a broad picture of what system
biology encompasses. Figure 1a shows a wordcloud from vocabulary in abstract of articles with "systems bi-
ology" in the title. The subjects studied include cells, genes, and proteins and popular methods include both
experiments and computations, such as pathway analysis, network analyses. Figure 1b shows the number of
annual publications in some of the subjects normalized by total amount of articles annual since the 1990s.
Although the amount of publications are growing exponentially overall, the fields within systems biology
family are not growing in all the same speed. The number of genes and cells related articles are growing
with higher speed than more molecules and pathways. If the current trend continues, the exponential change
amplify the difference over time.

Furthermore, probing the dynamics of relative word frequencies can reveal the trend change of focus
and approaches within systems biology. Figure 2 shows normalized words frequency from abstracts of
schizophrenia and autism publications from 1990s to 2016. The graphs show, in a sense, that systems
biology is often a subtext on particular disease studies. For instance, one can study the systems biology
related to cancer, the systems biology related to mental disease, etc. Here in these graphs, we see how one
subtext is waxing and waning relative to another. We can see, for instance, the forever climbing usage of
genes and mutations and a decreasing emphasis on whole-organism analysis. More generally, this approach
allows us to visualize how the common view and research focus of the diseases evolved over time. The research
nowadays focus more on the genetic and molecular level previous research that focused on the behavioral
level. Thus, researchers can leverage text mining to appropriately make hypotheses on complex issues like
diseases. Meanwhile, we have to be aware that the trend in research topics are not only a result of advances
in our scientific understanding, but also affected by the available techniques and contemporary beliefs.
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Conclusions
Here in this review, we have attempted to study the interrelationship between systems biology and text
mining. On one hand, using text mining to look at the waxing and waning itself, of the term of systems
biology, and on the other hand, to look at the way text mining functions as an integral tool within the
large discipline of systems biology. Future research will harness the power of text mining to save researchers
time from tedious literature screening. However, there are a few challenges specific to literature mining
of biological publications. One is the biological and chemical terms that not only increase the vocabulary
space of the models but also confuse the algorithms by introducing unusual synonyms, stop words and add
complexity to the experiment description even when most other words are the same. Moreover, the way
that biological finding are reported can vary a lot, considering the scientific training background and native
languages of the researchers. Left alone the intrinsic logic of the research articles.

To make the text mining of biological literature easier to automate, there are a few approaches we can
take. One is to accompany each new scientific report with a standard result summary in a easy to mine
format, such as Structured Digital Abstract.[6, 25, 12] This has already been implemented in a few domains
that structured reporting of the results is straightforward, such as PDB for protein structures and KEGG
for pathways and genes. A step forward is easy to realize that also collects protocols, X-ray or cryoEM
images for experimental reports and even choices of algorithms, hardware, and platform for computational
report. Another is to scrutinize the new publications upon publishing using a standard topic modeling robot
to systematically classify, extract keyword, and curate the results for others’ reference. This also puts a
requirement on the writing style of the researchers. Some may argue that this would hurt the diversity of
and freedom of scientific writing but is aligned with the purpose of research publications, especially given
that most contributors are writing in their second language. To help the automated processing of the articles,
a clear structure requirement for the articles by each journal could be imposed.

Figure Legends
Figure 1 Fig 1a: Comparison of steps taken in a traditional literature search and text mining. Fig 1b:
Text mining pipeline and tools.
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Figure 2 Fig 2a, 2b: Number of publications and normalized word frequency from abstract of publications
regarding autism(a) and schizophrenia(b). Here blue and light blue dots represent gene related terms, and
red dot represent whole-organism related terms.
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Figure 3 Fig 3a: Wordcloud from abstracts of publications with title containing "systems biology". Fig
3b: Number of publications annually in some subdomains of systems biology, normalized by total number
of publications annually.
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