
Motivation

54

Skewed distribution of FDR indicates it difficult to define negative set using a cutoff.
If the data with fdr <=0.05 like positive dataset, the remaing like unlabeled dataset with positive
and negative mixed data.
We then define the probablem as a positive unlabeled learning problem



Semi-supervised learning

Positive unlabled

One class SVM (Bernhard et. al. MIT Press (2000) train model using positive
data, to separates all the data points from the origin (in feature space F) and
maximizes the distance from this hyperplane to the origin.
A binary class is defined to capture regions in the input space where the proba-
bility density of the data lives.

Then use learned model to predict unlabeled data set; Positive and negative pre-
dicted label data are combined for futher learning
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LASSO

56

The positive and negative dataset defined using semi-supervised learning, are
further trained using LASSO.
The Cost function with L1-norm:
J(θ) = − 1

n

∑
(ylog(h(θ)(x)) + (1− y)log(1− h(θ)(x))) + λ||θ||

where
h(θ)(x) = 1

1+e−(θT x+θ0)

cross validation help to find best sub feature set with highest AUC (0.82), and
AUC within 1st SE but much simple model.

Use the θ (coefficient) learned using 1st SE (avoid overfitting) model to predict
each positions for 403 regions



Model and features

Y
Ref/Alt

regulatory

change

∼ GERP + TF+Hist + DHS + CAGE + Motif

Tissue specific binary feature

Train use Gm12878

TF,Hist, CAGE and DHS

Predict use K562

TF,Hist, CAGE and DHS

34 strong tissue specific SNV iden-

tified, 4 gain ref/alt change

Whether it worth to test these 4

SNVs

predict SNV for 403 regions, se-

lected based on Nature Biotch

paper. EAch region at least have 2

SNVs with high and low prob
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Coef of selected features
−

1.
0

−
0.

5
0.

0
0.

5
1.

0
−

1.
0

−
0.

5
0.

0
0.

5
1.

0

(I
nt

er
ce

pt
)

gm
_B

cl
3P

cr
1x

gm
_C

fo
sS

td

gm
_C

m
yc

gm
_C

tc
fS

td

gm
_E

gr
1V

04
16

10
1

gm
_J

un
dS

td

gm
_M

ax
S

td

gm
_P

ol
2S

td

gm
_P

u1
P

cr
1x

gm
_S

ix
5P

cr
1x

gm
_S

p1
P

cr
1x

gm
_S

rf
V

04
16

10
1

gm
_T

af
1P

cr
1x

gm
_T

bp
Ig

gm
us

gm
_Y

y1
V

04
16

10
1

gm
_Z

bt
b3

3P
cr

1x

gm
_H

2a
zS

td
A

ln

gm
_H

3k
27

ac
S

td
A

ln

gm
_H

3k
27

m
e3

S
td

A
ln

gm
_H

3k
36

m
e3

S
td

A
ln

gm
_H

3k
4m

e1
S

td
A

ln

gm
_H

3k
4m

e2
S

td
A

ln

gm
_H

3k
4m

e3
S

td
A

ln

gm
_H

3k
79

m
e2

S
td

A
ln

gm
_H

3k
9a

cS
td

A
ln

gm
_H

3k
9m

e3
S

td
A

ln

gm
_H

4k
20

m
e1

S
td

A
ln

gm
_C

el
lP

ap

gm
_C

yt
os

ol
P

am

gm
_C

yt
os

ol
P

ap

gm
_N

uc
le

ol
us

To
ta

l

gm
_N

uc
le

us
P

am

gm
_D

H
S

ge
rp

br
su

m

br
m

ax

ga
su

m

ga
m

ax

y ′ = 1

1+e−θ̃T x

58


