[bookmark: h.gjdgxs]Point-by-Point response letter for revision
Reviewer 1
-- Ref 1.1 –wrong sentence--
	Reviewer
Comment
	In page 4, 'A commonly used example ... speed' is the wrong sentence.

	Author
Response
	We thank the reviewer. We fixed the sentence.

	Excerpt From Revised Manuscript
	“A well-known example in engineering is the vehicle cruise control system where the system state can be the vehicle’s speed.”


-- Ref 1.2 –dimensionality restriction--
	Reviewer
Comment
	In page 7, M_1 < T and M_2 < T. In page 8, thus, we cannot guarantee that (M_1 + M_2) < (T­1).

	Author
Response
	
This is a good point. In fact, this is a condition when we decide the dimensionality of meta-genes; i.e., when we select M_1 and M_2, we have to satisfy (M_1 + M_2) < (T­1) so that  is full rank, rather than under-determined in Equation (7). We added a sentence mentioning this condition at the end of paragraph.

	Excerpt From Revised Manuscript
	
[bookmark: h.toks7eliqrh6]“... In addition, the condition of M1+M2<T also makes   is a full-rank identify matrix.”


-- Ref 1.3 –fly ePDP No. 5--
	Reviewer
Comment
	In page 13, what is the fly ePDP No. 5? Only 4 fly ePDPs are shown in Figure 3.

	Author
Response
	We thank the reviewer for pointing this out. We included all five ePDPs for both worm and fly in Figure 3.



-- Ref 1.4 –Figure issues--
	Reviewer
Comment
	In page 14, the authors gave the description of 'Figure 5A' and 'Figure 5B', but there is neither 'A' nor 'B' in Figure 5.
In page 16, 'Supplemental Figure 1' should be 'Supplemental Figure 2'.
In page 18, 'Equation (2)' should be 'Equation (1)' for the caption of Figure 2A.
In page 19, 'as follows' for the caption of Figure 2C is meaningless.
In Figure 3, 5th ePDP for worm should be shown

	Author
Response
	We thank the reviewer. We have fixed those typos for our figures.
(1) We replot Figure 5 to merge worm and fly together in a same figure. Thus, Figure 5 does not have Panels A and B. We also removed the text on Figure 5A/B on Page 14.
(2) We changed 'Supplemental Figure 1' should be 'Supplemental Figure 2' on Page 16.
(3) We changed ‘Equation (2)’ to ‘Equation (1)’ on Page 18.
(4) We removed “as follows” in the caption of Figure 2C.
(5) We showed 5th ePDP for worm on Figure 3.


-- Ref 1.5 –number of data points--
	Reviewer
Comment
	In Figure 4, are there more than 3,000 points corresponding to the all considered worm­fly orthologous genes? 

	Author
Response
	We thank the reviewer. In Figure 4, each point represents a one-to-one worm-fly orthologous gene. There are 3153 one-to-one worm-fly orthologous genes in total (i.e., 3153 points in each panel). To make it clear, we added the number “3153” into the text in Section 3.3 and the caption of Figure 4.

	Excerpt From Revised Manuscript
	[bookmark: h.d23iosak2sc2]In Section 3.3: “...where r represents Spearman correlation of iPDP coefficients of 3,153 orthologous genes between worm and fly. “
In the caption of Figure 4: “...The 3,153 worm-fly orthologous genes have correlated coefficients over each of four iPDPs….”


Reviewer 2
-- Ref 2.1 –definitions of X~INT and X~EXT--
	Reviewer
Comment
	(1) Section 2.4: The authors never define the quantity X~INT and X~EXT. What are they? how they are are related to X~? and U~? what are their dimensions? 

	Author
Response
	We thank the reviewer. We added the definitions of XINT and XEXT in Section 2.4 and their dimensionalities in Sections 2.1 and 2.4. 

	Excerpt From Revised Manuscript
	New second paragraph in The end of Section 2.4:” By 1:” In particular, based on Equation (41), the meta-gene expression at time t, state can be decomposed as the summation of three components: ,, where is defined as the expression vector of the meta-gene components driven only internally driven by meta-genes in Ω, . Likewise, is defined as the expression vector of the meta-gene components in Ω driven purely externally by effective external gene regulation; i.e., the meta-genes from , and isin . The term captures the expression vector of the meta-generest components driven by the interactions between internal and external groups. In this paper, we focus on studying the  and  as follows.” 

At the beginning of thirdsecond paragraph in Section 2.4: “By Equation (4), the matrix Ã determines the meta-gene states components whose expression dynamics are internally controlled by the meta-genes of Ω. WeAs discussed in Section 2.1, we define the expression of the meta-gene components driven only internally driven components of meta-gene statesby themselves in Ω at time t as , an M1-dimensional vector; i.e., their expression at two adjacent time points have .   ….”

At the beginning of last paragraph in Section 2.4: “Also by Equation (4), the expression of the meta-gene states components controlleddriven by the effective external regulations fromgroup  at time t is defined as , an M1-dimensional vector, and its expression dynamics is determined by the equation  ; i.e., the externally driven components of meta-gene states at two adjacent time points.…”…”


-- Ref 2.2 –external principal dynamic patterns--
	Reviewer
Comment
	(2) Section 2.4: the author write the following equation: X~EXT(t+1)=B~ X~EXT(t) but this equation is impossible since from eq. (4) B~ has dimension M1xM2 so this equation is dimensionally wrong since X~EXT(t+1) and X~EXT(t) must have the same dimensions, since they represent the same vector at different time points...what are the authors trying to do here? 
(3) computing the eigenvalues of the B~ matrix makes no sense in dynamic systems theory!!! B~ is not a dynamic matrix but is just the input matrix, moreover B~ is rectangular so Lq~ should be the singular vectors and not eigenvectors

	Author
Response
	We thank the reviewer for pointpointing this errorout. We have corrected the XEXTuse of X~EXT(t) in the text. Now it follows the following dynamics, which should be . We have also updated twosome associated paragraphs about the external principal dynamic patterns (ePDPs) in Sections 2.4 and 2.5. Because). Regarding the dimensionality, because the input matrix  is M1 byx M2,  is M2-dim, the external driven expression  remains M1-dim. WeFinally, we should point out that this change aboutonly affects ePDPs actually didand does not impact our biological results, which are mainly comparisons of the internal patterns during embryonic development between worm and fly.
 Our results involving ePDP comparisons still hold; e.g., Section 3.4.

	Excerpt From Revised Manuscript
	The last paragraph in Section 2.4: “Also by Equation (4), the expression of the meta-gene states components controlleddriven by the effective external regulations fromgroup  at time t is defined as , an M1-dimensional vector, and its expression dynamics is determined by the equation  ; i.e., the externally driven components of meta-gene states at two adjacent time points. In particular, the externally driven component of ith internal meta-gene’s expression across time points:                 (9)
, where and are ith and qth elements of and , respectively with t=1,2,…, T, the vector  is defined as qth external principal dynamic pattern (ePDP), and is the element of at ith row and qth column, which is also the coefficient of the externally driven component of ith internal meta-gene’s expression over qth ePDP.…”

In the end of Section 2.5: “…Similarly, the gene expression components driven by external regulations fromgenes in ,  can be also expressed as linear combinations of M2 ePDPs:
 ; i.e.,
the externally driven component of ith gene’s expression across all time points, 
               (11)
, where  is ith element of  with t=1,2,…, T, and is the element of at ith row and qth column, which is also the coefficient of the externally driven component of ith gene’s expression over qth ePDP.”


-- Ref 2.3 –dimensionality of XINT and XEXT--
	Reviewer
Comment
	(4) in section 2.5, now XEXT(t) has dimension N1x1 and XINT(t) also has dimension N1x1 so internal and external genes must be in the same number? 

	Author
Response
	[bookmark: _GoBack]We thank the reviewer for clarifying. Yes, this is correct. Both XINT(t) and XEXT(t) are the expression vectors for the internal genes. The XINT(t) is the expression of internal genes driven by internal regulatory network inside the internal group. The XEXT(t) is the expression of internal genes driven by external regulatory network. Thus, XINT(t) and XEXT(t) have the same dimension.


[bookmark: h.30j0zll][bookmark: h.2s8eyo1]
Reviewer 3
[bookmark: h.a1zrogd3a78q]-- Ref 3.1 –Math equations--
	Reviewer
Comment
	Most of the math is very well explained, and the figures are extremely helpful. But I think section 2.4 and 2.5 are not as clear as the other sections. In particular, on page 8, I don’t understand how the equation in the 3rd line is related to the one in the first line. The eigen-decomposition of A^~ would give U*S*inv(U) (where U is the matrix of eigenvectors, one per column) and I cannot get how X^~^INT_t is decomposed. In general, what the math is doing in this paper is clear, so I think it is just a matter of fixing (or explaining better) the equations on pages 8 and 9.

	Author
Response
	Thank you for pointing out this ambiguity. In order to improve the clarity of Sections 2.4 and 2.5, we added the following paragraph to the beginning of Section 2.4. This aim of this paragraph is to introduce the analytic solution to the first-order linear matrix difference equation in a more general form. 

The analytic solution to the equation can be decomposed by a linear combination of eigenvalue time exponentials. Because the internally/externally driven components of meta-gene expression follows the first-order linear matrix difference equation, the components can also be decomposed by the linear combination of ’s eigenvalue time exponentials (i.e., defined PDPs in our study). 

	Excerpt From Revised Manuscript
	“The analytic solution to a general first-order linear matrix difference equation [20], Qt+1=CQt is 
Qt=CtQ0=(HEH-1) t Q0=HEtH-1Q0=HEtS, where the columns of the matrix H are eigenvectors of C, the diagonal elements of the diagonal matrix E are eigenvalues of C such that CH=HE, and the vector S= H-1Q0. Then, if we rewrite Qt by a linear combination of the time exponential of eigenvalues of C, we have that , where mc is the total number of eigenvalues of C, αi is the ith eigenvalue of C, si is the ith element of S, Hi is the ith eigenvector of C (i.e., the ith column of H), and Ki=siHi is the coefficient vector of Qt over the tth time exponential of αi.”
[bookmark: _ENREF_20]20. Cull P, Flahive ME, Robson RO (2005) Difference equations : from rabbits to chaos. New York: Springer. xiii, 392 p. p.



[bookmark: h.e4xfop3krhy1]-- Ref 3.2 –More applications--
	Reviewer
Comment
	This paper is about a novel method for bioinformatics. Therefore, while the results presented on the embryogenesis datasets of worm and fly are good, to convince that the method is good I think it would be helpful to show at least another example. Maybe the authors could implement one of the examples they mention in the second paragraph of the discussion.

	Author
Response
	Thank you for this constructive suggestion. We have applied DREISS to a
human cancer dataset. More specfically, DREISS was applied to time-series gene expression data for human estrogen-responsive breast cancer cell line (ZR-75.1) before and after hormonal stimulation. There are 12 time points covering a complete mitotic cell cycle (0-32 hours) of hormonal stimulated cells [33]. The internal group, Group X, is defined as a set of cross-species conserved human genes (i.e., 1132 worm-fly-human orthologs including 150 orthologous TFs), and the external group, Group U, consists of 1870 human-specific TFs. As shown in Supplemental Figure 1, the internally driven principal dynamic patterns (iPDPs) of conserved human genes include an oscillation trajectory whose period is roughly equal to a full cell cycle (iPDP No. 4), but the externally driven patterns oscillate more frequently than the internal one. This suggests that though the evolutionarily conserved TFs regulate the normal cell cycle, the human specific TFs potentially drive the abnormal cycling behaviors of conserved gene expression as a response to hormonal stimulation.

[image: ]Figure S2 Internally and externally principal dynamic patterns of cross-species conserved genes during human breast cancer cell cycle after hormonal stimulation. The horizontal axis represents 12 time points from 0 to 32 hours during a complete mitotic breast cancer cell cycle (E-TABM-631, ArrayExpress). The vertical axis represents the normalized PDP expression with the vector norm equal to one. The internal group is defined as a set of cross-species conserved human genes (i.e., 1132 worm-fly-human orthologs; including 150 orthologous TFs), and the external group consists of 1870 human-specific TFs.

	Excerpt From Revised Manuscript
	“3.6 Human-specific transcription factors respond to hormonal stimulation during breast cancer cell cycle
We applied DREISS to another example (also see supplement) about cancer. We are also interested to identify the gene expression dynamic patterns driven by conserved and human-specific regulatory net-works during breast cancer cell cycle. Thus, we applied DREISS to a time-series gene expression data for human estrogen-responsive breast cancer cell line (ZR-75.1) before and after hormonal stimulation, which has 12 time points covering a complete mitotic cell cycle (0-32 hours) of hormonal stimulated cells [33]. The internal group, Ω is defined as a set of cross-species conserved human genes (i.e., 1132 worm-fly-human orthologs including 150 orthologous TFs), and the external group, Ψ consists of 1870 human-specific TFs. As shown in Supplemental Figure 2, the internally driven principal dynamic pat-terns (iPDPs) of conserved human genes include an oscillation trajectory whose period is roughly equal to a full cell cycle (iPDP No. 4), but the externally driven patterns (ePDPs No. 2-4) oscillates more fre-quently than internal one, which suggests that though the evolutionarily conserved TFs regulate the normal cell cycle, the human specific TFs potentially drive the abnormal cycling behaviors of conserved gene expression responding to the hormonal stimulation.”

[bookmark: _ENREF_33]33. Mutarelli M, Cicatiello L, Ferraro L, Grober OM, Ravo M, et al. (2008) Time-course analysis of genome-wide gene expression data from hormone-responsive human breast cancer cells. BMC Bioinformatics 9 Suppl 2: S12.



[bookmark: h.z3wfmm27zfl8]-- Ref 3.3 –Sensitivity--
	Reviewer
Comment
	Could the authors comment on how sensitive the method is to small changes in the gene expression data? On page 11, in the last sentence of the first paragraph of section 3.2, they mention calculating eigenvalues while leaving one gene out. But this is not clearly explained and it would be good if the authors could expand on this.

	Author
Response
	Thank you for this suggestion.. We have elaborated on the leave-one-out method at the end of Section 3.2 to demonstrate how PDPs are sensitive to small changes.

	Excerpt From Revised Manuscript
	“…In addition, we checked the sensitivity of iPDPs to small perturbations to internal/external regulatory networks by the leave-one-out method; i.e., we removed one gene in the internal/external group, ran DREISS, and obtained the ordered iPDP eigenvalues for the remaining genes. We repeated the leave-one-out method for all genes, and finally found the ranges in which iPDP eigenvalues vary shown as error bars in Figure S1. We can see that the iPDP eigenvalues almost stay at the same values (small error bars) for both worm and fly, which implies that the principal dynamic patterns of worm-fly orthologous genes driven by their conserved regulatory network are robust to small changes.”



[bookmark: h.byl2ibhfp06y][bookmark: h.cjnkaphxk79r]-- Ref 3.4 –Step A--
	Reviewer
Comment
	The methods section subdivides DREISS into 5 steps. However, Step A is not really a step of the method per se; it is just the definition/assumption of the model. Maybe it would be clearer if it would be described in that way.

	Author
Response
	Thank you for addressing this ambiguity. Besides modeling, Step A also requires the users to define internal and external gene groups of interest. Hence, we would like to keep this step as the initiative step. We added two sentences, with regard to Step A, so that the reader better understands what this step is comprised of.

	Excerpt From Revised Manuscript
	“…In this step, we need to define the internal and external groups of genes and input their time-series gene expression data that we are interested to study. We assume that the time-series gene expression data fits a state-space module….”


-- Ref 3.5 –Math notations--
	Reviewer
Comment
	In line 10 of section 2.2, I believe it should be: ‘; i.e. the values of the projection of X_t onto the first M_1 singular vectors’ (and similarly on line 12).

	Author
Response
	Thank you for this suggestion. We rephrased the descriptions about meta-gene states and controls via singular value decomposition (SVD) as follows:

	Excerpt From Revised Manuscript
	“…the “meta-gene state” at time t, includes M1 (<< N1 and <T) meta-gene expression levels; i.e., the first M1 elements of the tth row of the matrix whose columns are right-singular vectors of the matrix  [image: ] in group X by the singular value decomposition (SVD) [19]; … the “meta-gene input or control” at time t, includes M2 (<< N2 and <T) meta-gene expres-sion levels; i.e., the first M2 elements of the tth row of the matrix whose columns are right-singular vec-tors from SVD of the matrix  [image: ] in group U;”

[19] Golub GH, Van Loan CF (1996) Matrix computations. Baltimore: Johns Hopkins University Press. xxvii, 694 p. p.


-- Ref 3.6 –English--
	Reviewer
Comment
	The first sentence on page 8, and the sentence starting with ‘The meta-gene dynamic patterns. . .’ on page 11 do not seem to be well formed in English.

	Author
Response
	 Thank you for this suggestion. We revised these sentences as follows:

	Excerpt From Revised Manuscript
	On Page 8, “By Equation (4), the matrix Ã determines the meta-gene states components whose expression dynamics are internally controlled by the meta-genes of Ω. We define the expression of the internally driven components of meta-gene states at time t as , an M1-dimensional vector; i.e., their expression at two adjacent time points have ....”
On Page 11, “…The principal dynamic patterns driven by the worm-specific regulatory network; i.e., worm ePDPs, include…”


-- Ref 3.7 –Typo--
	Reviewer
Comment
	In the third paragraph of page 14, ‘interssting’ should be ‘interesting’.

	Author
Response
	Thank you for catching this. The typo has been fixed, and the sentence has been appropriately rephrased. 

	Excerpt From Revised Manuscript
	“…we also observed some other interesting results.”



Reviewer 4
[bookmark: h.dq5uwwg2pmy9]-- Ref 4.1 –Gene Set Enrichment Analysis --
	Reviewer
Comment
	The authors used DAVID to analyze the enrichment of biological processes for individuals PDP patterns by taking the top 10% of genes with the largest coefficients. Since each gene has an associated coefficient for each PDP, they could use the Gene Set Enrichment Analysis (GSEA) to identify significantly enriched pathways without the need to apply an arbitrary cutoff to decide the number of genes to include in the analysis.

	Author
Response
	Thank you for this constructive suggestion. When we implemented GSEA analysis, we found the results to be similar. For example, GSEA analysis, for both the worm and the fly, demonstrated that DNA replication is enriched with fast decaying patterns (2nd iPDPs) at p<0.0001. Our approach also demonstrated this result. Since we only wanted to demonstrate the biological meanings of PDPs, we looked at the enriched DAVID functions of the top 10% of genes. Although this may seem a bit arbitrary, we believe that the approach is straightoforward for a broader audience. 
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