Summary of large scale identification and molecular characterization of phenotypes using state-space models

A fundamental goal in computational biology is to characterize which and how genes give rise to phenotypes. At high-level, genes displaying similar phenotypes correspond to small regulatory sub-systems and thus are expected to exhibit similar expression trajectories. Therefore, we developed a state-of-the-art method to identify the mechanisms that govern gene activity by exploiting expression data using state-space models, dimensionality reduction techniques and biological networks. Our method focuses on a given groups of genes, and evaluates their expression dynamics patterns, thus uncovering the regulatory effects that govern them. This is done by decomposing the gene expression into internal contributions, from genes within the group, and external contributions, from genes outside the group. Specifically, we use a state space model to represent the temporal gene expression dynamics and identify principal temporal dynamic patterns. In order to handle limited time samples, we use dimensionality reduction approaches that will identify canonical temporal expression trajectories (e.g. degradation, growth, damped oscillation). In this way, we are able to untangle the regulatory effects from various contributors. 
Background on State-Space Models
The state-space model has been widely used in engineering [28]. It models the dynamical system output as a function of both the current internal system state, and the external input signal. A commonly used example in engineering is the vehicle cruise control system where the internal system state is the vehicle’s speed. Based on the road conditions (external input signal), the cruise control will output the required fuel amounts in order to keep the desired speed. In biology state-space models have been used in the study of regulatory networks and in particular in the analysis of temporal gene expression data [29, 30, 31]. Compared to other methods that calculate the expression correlation between individual genes, the state-space model has the advantage that it predicts the temporal-causal relationships at the system level i.e., the state at a time is determined by the state and external input at the prior time point.
One of the early adopters, Wu et al (2004) used state-space equations to model the gene expression from microarray data. The authors describe the gene expression profiles as observation variables whose values are modelled by a linear combination of the current internal state variables (e.g. regulatory elements expression levels). Factor analysis was used to identify the internal state variables and calculate their expression values. The results suggest that it is possible to unambiguously determine a gene expression dynamic pattern from a limited time-course dataset.  More recently Mar and Quackenbush (2009) [32] have used state-space models to study cell differentiation. They decompose the state-space gene expression trajectories into components one representing the changes inherent to the biological process (cellular phenotypic changes) and another component that captures the cell response to the perturbation (variation in gene expression levels). 
However, these models have been able to account for only a limited number of genes. In fact, it is not feasible to use state space models for describing systems composed of thousands of genes due to the limited amount of data available, which would not allow us to learn all the required model parameters. 
We combined state-space models with dimensionality reduction techniques in order to model the gene expression data on a genome-wide scale.
[bookmark: _GoBack]Previous Experience in Networks 
The Gerstein lab has carried out projects in biological networks for over a decade. We have made extensive contributions in the analysis of genomic data using network frameworks [37].  In particular, we have integrated regulatory networks with gene expression to uncover different kinds of dynamic sub-networks [38].  We also developed methods to analyse the regulatory networks of a variety of species from yeast to human, using a wide range of data [39, 40, 41, 42]. In the following we give details on our results in network biology.
Networks and Function. Biological networks, normally large in scale, are organized with topological structures in the form of interacting modules. We have previously collaborated in developing various methods to identify the functional modules of biological networks. We developed a method to extract metabolic modules from metagenomic data, enabling the identification of pathways that are expressed under different environmental conditions [43]. We have also developed a way to identify nearly complete, fully connected modules (cliques) present in network interactions [44], and we have been using networks to map various kinds of functional genomics data [41]. For example, by mapping gene-expression data onto yeast regulatory network, we identified different sub-networks that are active in different conditions [38]. 
More recently we have developed a computational approach OrthoClust [45], to extract meaningful new information from gene expression data using biological networks. OrthoClust is a universal computational framework that integrates co-association networks of individual species using gene orthology relationships to enable the identification of functional modules formed by species-specific or conserved gene. Leveraging on the modENCODE RNA-seq data for C. elegans and D. melanogaster we used OrthoClust functional module predictions to infer putative functions of uncharacterized elements (e.g. non-coding RNAs) based on the guilt-by-association principle. 
Integrating Networks with Biological Data. A central problem in computational biology is how to integrate different types of biological data in order to obtain more reliable predictions. We have developed several techniques in this area. One method, which is particularly relevant to this project, combined a widely heterogeneous set of biological networks, ranging from co-expression relationships to similar phylogenetic profiles, to predict genome-wide protein-protein interactions. Moreover, we explored the limits of genomic data integration, assessing the degree to which the predictive power increases with the addition of more features [46].
Previous Experience in Phenotype Predictions
Gerstein lab has developed a correlation-based method [33] that was able to discover genotype-phenotype associations combining phenotypic information from a biomedical informatics database, GIDEON, with the molecular information contained in COGs [34]. Evolutionary relationships between species are also used in methods that predict phenotypes by exploiting the concept of phenolog. The idea behind these methods is to associate a given gene with the phenotype which is most common among its orthologues [35]. 
Recently, much research has also been carried out to characterize and predict disease phenotypes. Inherited diseases that are phenotypically similar share disease-associated cellular components: they are linked by common molecular machinery whose normal functioning is somehow perturbed [36]. In other words, the disease modules of phenotypically similar diseases should be located closely on the interactome. 
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