Analysis of Information Leakage in Phenotype and Genotype Datasets

Arif Harmanci1,2, Mark Gerstein1,2,3

1 Program in Computational Biology and Bioinformatics, Yale University, New Haven, CT, USA

2 Department of Molecular Biophysics and Biochemistry, Yale University, New Haven, CT, USA

3 Department of Computer Science, Yale University, New Haven, CT, USA

Corresponding author: Mark Gerstein mark.gerstein@gersteinlab.org

 [[Fix \cite’s]]

[[Fix Figure/Section References]]

[[Use past tense, all around]]

[[At most 10 equations in the online methods?]]

[[Methods only references]]?

[[Number of references? 26 now, too low?]]

[[Figure Captions]]

[[Read one more time]]

[[TIFF figures: <http://www.jimmunol.org/site/pdf/PPTtoTIFF.pdf>, RGB, 300 DPI]]

[[1000 => 1,000]]

# ABSTRACT

Privacy is receiving much attention with the increase in the breadth and depth of personalized biomedical datasets. Studies on genomic privacy are focused on protection of variants. Molecular phenotype datasets can also contain substantial amount of sensitive information. Although there is no explicit genotypic information in them, subtle genotype-phenotype correlations can be used to statistically link the phenotype and genotype datasets. The links can then be used to characterize individuals’ sensitive phenotypes. Here, we first develop a formalism for the quantification of individual characterizing information leakage in a linking attack. We analyze the tradeoff between the predictability of the genotypes and the amount of leaked information that can be used for individual characterization. Then we present a general three step procedure that can be used to practically instantiate a highly accurate attack. We develop a particular realization of the attack for outlier cases and study different aspects of the attack.

# INTRODUCTION

Genomics has recently emerged as one of the major foci of studies on privacy. This can be attributed to high throughput biomedical data acquisition that bring about a surge of datasets1,2. Among these, molecular phenotype datasets, like functional genomics measurements, substantially grow the list of the quasi-identifiers3 which may lead to re-identification and characterization3–5. In general, statistical analysis methods are used to discover genotype-phenotype correlations, which can be utilized by an adversary for linking the entries in genotype and phenotype datasets, and revealing sensitive information. The availability of a large number of correlations increases the possibility of linking6,7.

With the initial genotype-phenotype studies, the protection of privacy of participating individuals emerged as an important issue. Several studies addressed “detection of a genome in a mixture” attacks, which can potentially detect participating indivuduals89 (**Supplementary Fig. 1**). With large sets of seemingly independent datasets, the attacker can also link two or more datasets to pinpoint individuals in datasets and reveal sensitive information. One well-known example of these “linking attacks” is the attack that matched the entries in Netflix Prize Database and the Internet Movie Database (IMDB)10, and revealed sensitive information. As the size and number of the genotype and phenotype datasets increase, number of potentially linkable datasets will increase, which can make similar scenarios a reality in genomic privacy (Supplementary Note). Several studies addressed multiple scenarios for individual re-identification and genome. In addition, different formalisms are proposed for protection of sensitive information (Supplementary Note). Different aspects of genomic privacy, pertaining linkability of high dimensional phenotype datasets to genotypes, are yet to be explored.

In this paper, we focus on characterizability of the individuals’ sensitive information in the context of linking attacks, where the adversary exploits the genotype-phenotype correlations to link datasets and reveal sensitive information. In general, the high dimensional phenotype datasets harbor a number of phenotypes that contain sensitive information, like disease status, and other phenotypes, while not sensitive, may be used for linking to genotypes. Many public quantitative trait loci (QTL) datasets will inevitably help these linkings. Although each QTL has 11–13. First we study quantification of characterizing information leakage versus risk of characterization. Then, we present a three step analysis framework for analysis of linking attacks. Then we show that the linking can be performed in a much simplified setting by just utilizing the outliers in the data. Compared to a previous publication14 that relates to our study, we aim at providing quantification measures and privacy analysis frameworks and also demonstrate the accuracy of simplified linking attack under different scenarios. We finally discuss different strategies for risk management against the linking attacks.

# RESULTS

## Individual Characterization by Linking Attacks

There are three datasets in the context of the breach by linking attacks (**Fig. 1**). First dataset contains the phenotype information for a set of individuals. The phenotypes can include sensitive information such as disease status in addition to several molecular phenotypes such as gene expression levels. The second dataset contains the genotypes and the identities for another set of individuals. The third dataset contains correlations between one or more of the phenotypes in the phenotype dataset and the genotypes. Each entry contains a phenotype, a variant, and the degree to which these values are correlated. We will focus on the gene expression datasets as the representative phenotype dataset. As explained earlier, the abundance of gene expression-genotype correlation (eQTL) datasets makes these datasets most suitable for linking attacks.

In an eQTL dataset, genes and variants and a correlation coefficient, denoted by , between the expression levels and genotypes are reported. The absolute value of indicates the strength of association between the eQTL genotype and the eQTL expression level. The sign of represents the direction of association, i.e., which homozygous genotype corresponds to higher expression levels. We assume that the attacker captures this relation with a prediction model and builds the *a posteriori* distribution of the eQTL genotypes given the eQTL expression levels (**Fig. 2a**, **Supplementary Fig. 2**). As a representative dataset for reporting results, we utilize the eQTLs, and gene expression levels from the GEUVADIS project15 and the genotypes from the 1000 Genomes Project16 Genotypes Predictability and Information Leakage

We assume that the attacker will behave in a way that maximizes his/her chances of correctly characterizing the most number of individuals. Thus, he or she will try and predict the genotypes, using the phenotype measurements, for the largest set of variants that he or she believes he or she can predict correctly. The most obvious way that the attacker does this is by first sorting the genotype-phenotype pairs with respect to decreasing strength of correlation then predicting the genotypes for each variant (**Supplementary Fig. 3**). The attacker will encounter a tradeoff: As he or she goes down the list, more individuals can be characterized (more genotypes can characterize more individuals) but it also becomes more likely that he or she makes an error in the prediction since the correlation decreases going down the list. This tradeoff can also be viewed as the tradeoff between precision (fraction of the linkings that are correct) and recall (fraction of individuals that are correctly linked). In this section we will propose two measures to quantify this tradeoff.

The attacker aims to correctly characterize individuals in the expression dataset among individuals in the genotype dataset. In order to correctly characterize an individual, given the individual’s expression levels, the attacker should predict the genotypes for a set of selected eQTLs correctly such that the predicted set of genotypes are not shared by more than one individual, i.e., the predicted genotypes can be matched to the correct individual. In other words, the joint frequency of the set of predicted genotypes should be . Equivalently, if the genotypes contain at least bits of information, the individual is vulnerable to characterization of his/her phenotypes. Following this idea, we quantify the leakage of individual characterizing information (ICI) from a set of correctly predicted variant genotypes using the frequencies of the genotypes in the population (**Fig. 3**). *ICI* can be interpreted as a quantification of how rare the predicted genotypes are. The attacker aims to predict as many eQTLs as possible such that *ICI* for the predicted genotypes is at least . *ICI* can also be interpreted as the number of rare SNP genotypes that an individual harbors.

In order to quantify the (correct) predictability of the eQTL genotypes from expression levels, it is necessary to uniformly estimate predictability for a list of eQTLs. Although is a measure of predictability, it is computed differently in different studies and there is no easy way to combine these correlation values when we would like to estimate the joint predictability of multiple eQTL genotypes. We will utilize the exponential of negative conditional entropy of genotypes given gene expression levels for measuring predictability, which we denote with (**Fig. 3**). In the case of high predictability, the conditional entropy is close to 0 (very small randomness left in the genotype distribution). Taking the exponential of negative of the entropy converts the entropy to average probability of correct prediction of the genotype, which is close 1, indicating high predictability (Online Methods).

We first considered each eQTL and evaluated the genotype predictability versus the characterizing information leakage. We use the GEUVADIS dataset as a representative dataset for this computation. We computed, for each eQTL, average and average *ICI* over all the individuals (**Fig. 4a**). Most of the data points are spread along the diagonal: The eQTL variants with high major allele frequencies have high predictability and low *ICI* and vice versa for eQTL variants with lower major allele frequencies (**Fig. 4b**). This is expected because the genotypes of the high frequency variants can be predicted, on average, easily (most individuals will harbor one dominant genotype) and consequently does not deliver much characterizing information and vice versa for the eQTLs with smaller major frequency alleles. The eQTLs with high correlation (**Fig. 4b**) deviate from the diagonal, compared to shuffled data (**Fig. 4c**), with high ICI and high predictability, which will be targeted by an attacker.

To estimate *ICI* leakage with multiple genotypes, we first sorted the eQTLs with respect to the reported correlation,. Then for top *n*=1,2,3,…,20 eQTLs, we estimated mean and mean *ICI* over all the samples as illustrated in Fig S2a. Inspection of mean versus mean *ICI* for each *n* (**Fig. 4d**) enables us to estimate the number of vulnerable individuals at different predictability levels. For example, at 20% predictability, there is approximately 8 bits of ICI leakage. At this level of leakage, the adversary can correctly link all individuals, on average with 20% chance, in a sample of individuals. At 5% predictability, the leakage is 11 bits and the characterizable sample size is individuals, which can be interpreted as a higher risk of characterizability. In addition, auxiliary information can be added into leaking information. For example, gender information, which can be predicted with high accuracy from many molecular phenotype datasets brings 1 bits of auxiliary information.

## Analysis Framework for Individual Characterization

We present a three step framework for individual characterization in the context of linking attacks (**Fig. 2c**). The input is the phenotype measurements for an individual. The aim of the attacker is to link the disease state of the individual to the correct individual in the genotype dataset. In the first step, the attacker selects the QTLs, which will be used in linking. The selection of QTLs can be based on different criteria. As described in the previous section, the most accessible criterion is selection based on the absolute strength of association between the phenotypes and genotypes. In the case of eQTLs, this is the reported correlation coefficient, . The second step is genotype prediction for the selected QTLs using a prediction model. We assume that the attacker performs maximum *a posteriori* genotypeprediction using an estimate of the joint genotype-phenotype distribution. The third and final step of individual characterization is comparison of the predicted genotypes to the genotypes of the individuals in genotype dataset to identify the individual that matches best to the predicted genotypes. In this step, the attacker links the predicted genotypes to the individual in the genotype dataset (Online Methods).

## Individual Characterization by Linking Attacks

Using the three step approach, we first evaluated the accuracy of linking when the attacker utilizes MAP genotype prediction where the attacker builds the posterior distribution of genotypes (given expression levels). The attacker utilizes the absolute value of correlation coefficient to select eQTLs (from the GEUVADIS Project15) for linking. We assume that the attacker can perfectly recover the joint genotype-expression distribution and uses it to build posterior distribution of genotypes (**Supplementary Fig. 4**). The linking accuracy is above 95% and gets close to 100% when auxiliary information is available (**Fig. 5a**).

In general, correct reconstruction of the *a posteriori* distribution of the genotypes given expression levels may not be possible because the knowledge of only the genotype-phenotype correlation coefficient via eQTLs is not enough to regenerate the *a posteriori* distribution of genotypes given the expression levels. The attacker can, however, utilize a priori knowledge about the relation between gene expression levels and genotypes and build the joint genotype-expression distributions using models with varying complexities and parameters (Online Methods, Supplementary Note, **Supplementary** **Fig. 5**). We focus on a highly simplified model where the attacker exploits the knowledge that the eQTL genotypes and expression levels are correlated such that the extremes of the gene expression levels (highest and smallest expression levels) are observed with extremes of the genotypes (homozygous genotypes). We used a measure, termed extremity, to quantify the outlierness of expression levels (Online Methods, Supplementary Note, **Supplementary** **Fig. 6**). Based on the extremity of expression level and the gradient of association, the attacker can coarsely estimate the genotype (**Fig. 2b**). The prediction methodology assigns zero probability to heterozygous genotype, and therefore assigns only homozygous genotypes to variants. With this approach, the genotype prediction accuracy increases, as expected, with increasing absolute correlation threshold (**Fig. 5b**). To perform linking with this model, we utilized the correlation based eQTL selection in step 1, then extremity based genotype prediction in step 2. In the step 3, we evaluated two distance measures for linking the predicted genotypes to the individuals in genotype dataset. First is based on comparison of the predicted genotypes to all the genotypes in genotype dataset. Second is based on comparison of the predicted genotypes to only the homozygous genotypes in the genotype dataset, which is motivated by the fact that the attacker only predicts homozygous genotypes in the genotype prediction step (Online Methods). For each measure, the attacker links the predicted genotypes to the individual whose genotypes minimize the selected distance measure (**Supplementary** **Fig. 8**). More than 95% of the individuals (**Fig. 5c,d**) are vulnerable for most of the parameter selections. When the auxiliary information is present, the fraction of vulnerable individuals increases to 100% for most of the eQTL selections. These results show that linking attack with extremity based genotype prediction, although technically simple, can be extremely effective in characterizing individuals. We will focus on homozygous genotype matching based distance computation in the rest of the paper for simplicity of presentation.

To test reproducibility of linking accuracy, we generated an eQTL training set (210 individuals) and identified eQTLs. The linking of expression and genotype datasets for remaining 211 individuals (testing set) is around 95% (**Supplementary** **Fig. 9a**), which shows that the linking attack is still effective when testing and training sets do not match. In addition, extremity based linking requires much less information compared to previously proposed method14 (Supplementary Note, **Supplementary** **Table 1c**). To study these further, we evaluated whether the attacker can estimate the reliability of the linkings so as to focus on highly reliable linkings. We observed that the measure we termed, *first distance gap*, denoted by (Online Methods), serves as a good reliability estimate for each linking. We computed the positive predictive value (PPV) versus sensitivity of the linkings in the testing set with changing threshold (Online Methods). Compared to random sortings, the attacker can link a large fraction (79%) of the individuals at a PPV higher than 95% (**Supplementary** **Fig. 9b**).

In order to study the effect of genotype dataset size, we simulated the genotypes of the eQTLs (from the training set) for 100,000 individuals using genotype frequencies from 1000 Genomes Project (Supplementary Note). We then merged simulated dataset with testing dataset (of 100,211 individuals) and observed that linking of testing expression samples to large genotype dataset is around 96% accurate (**Supplementary** **Fig. 9c**). In addition, the attacker can correctly link 55% of individuals with more than 95% PPV (**Supplementary** **Fig. 9d**).

We next separated the GEUVADIS samples to 5 populations and identified eQTLs for each population and performed linking using population specific eQTLs **(Supplementary Table S1a)**. The eQTLs from close European populations (CEU, GBR, TSI, FIN) enable high linking accuracy (higher than 95%) for European populations. When the eQTLs are identified from an African population (YRI), the linking accuracies in European populations are smaller. To also study the mismatch between the tissues where linking and eQTL discovery is performed, we downloaded the eQTLs for 6 tissues from the GTex Project13 and linked the GEUVADIS expression samples to genotypes samples. The accuracy is generally high (>75%) and is highest for blood eQTLs, as expected (**Supplementary** **Table 1b**). We also observed that when close relatives of individuals in the expression dataset (30 CEU trio dataset from the HAPMAP project17,18) are in the genotype dataset, the linking attack assigns much lower ranks to relatives compared to the random individuals (Supplementary Note, **Supplementary** **Fig. 10**), which may cause privacy concerns for the family of individuals.

# DISCUSSION

In genomic privacy, it is necessary to consider the basic premise of sharing any type of personal information: There is always an amount of leakage in the sensitive information19. In addition, as shown by previous studies, we often cannot propose black-and-white solutions to problems in privacy which mainly roots from the multifaceted nature of privacy. We believe these make it necessary for the genomic data sharing and publishing mechanisms to incorporate statistical quantification methods to objectively quantify risk estimates before the datasets are released. The quantification methodology and the analysis frameworks presented here and in future studies can be applied for analysis of the information leakage in the datasets where the correlative relations can be exploited for performing linking attacks (Supplementary Note, **Supplementary Fig. 11**).

Our study focuses on the individual privacy breaches in the context of linking attacks, where an individual’s existence in two seemingly independent databases (e.g., phenotype and the genotype) can cause a privacy concern when an attacker links statistically the databases using the a priori information about correlation of different entries in the databases. We showed that the attacks can be effective even when the eQTLs are identified in tissues or populations that are different than the samples being linked, and also the attacks can target not only the linked individual but their families, which increases the impact of breach. The obvious risk management strategy against these attacks is restricting access to the phenotype datasets. The statistical techniques like k-anonymization and differential privacy can also be utilized. These, however, have associated drawbacks about loss of biological utility, and high computational complexity. Moreover, some studies also demonstrated that there are still risks associated with linkability of the anonymized data20–23. We believe new studies should address protection and risk management strategies for serving utility maximized and privacy aware high dimensional phenotype datasets.

# DATASETS [[ACCESSION NUMBERS??]]

The normalized gene expression levels for 462 individuals and the eQTL dataset are obtained from gEUVADIS mRNA sequencing project15. The eQTL dataset contains all the significant (Identified at most 5% false discovery rate) gene-variant pairs with high genotype-expression correlation. To ensure that there are no dependencies between the variant genotypes and expression levels, we used the eQTL entries where gene and variants are unique. In other words, each variant and gene are found exactly once in the final eQTL dataset (Section S4). The genotype, gender, and population information datasets for 1092 individuals are obtained from 1000 Genomes Project16. For 421 individuals, both the genotype data and gene expression levels are available. For tissue analysis, the publicly available significant eQTLs for 6 tissues that are computed by the GTex project are downloaded from the GTex Portal.
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# FIGURE LEGENDS

***Figure 1:*** Illustration of the linking attack. (a) Phenotype dataset contains *q* different phenotype measurements and the HIV Status for a list of individuals. Genotype dataset contains the variants genotypes for *m* individuals. Phenotype-Genotype correlation datasets contains *q* phenotypes, variants, and their correlations. The attacker does genotype prediction for all the variants. The attacker then links the phenotype dataset to the genotype dataset by matching the genotypes. The linking potentially reveals the HIV status for the subjects in the genotypes dataset. The IDs and HIV Status are colored to illustrate how the linking combines the entries in the two datasets. The non-shaded columns are used for linking.

***Figure 2:*** Illustration of genotype-expression associations and linking attacks (a) Schematic representation of genotype and expression associations. Genotype (y-axis) and expression (x-axis) are correlated, indicated by line fit and . The rectangles represent conditional distribution of expression given genotype values. (b) Illustration of extremity based genotype prediction. Expression range is divided into two equal ranges (separated by ). The blue rectangles represent the distribution used for prediction. Given the distribution of expression (tri-model distribution on right), the positive extremity is assigned genotype 2, and negative extremity is assigned genotype 0. (c) Three step linking process. First step is selection of phenotypes and genotypes to be used in linking. Second step is prediction of genotypes. Last step is linking of predicted genotypes to the genotype dataset.

***Figure 3:*** Illustration of individual characterizing information (ICI) and correct predictability of genotypes. (a) Graphical representation of ICI formulation. ICI for a set of variant genotypes is computed in terms of population genotype frequencies. Each genotype contributes to ICI additively with the logarithm of reciprocal of the genotype frequency (illustrated by the genotype distributions). (b) Graphical representation of . Given the joint distribution of genotype and expression (shown below), the conditional distribution of genotypes given expression level is computed. The exponential of the conditional distribution entropy is used for computing the predictability.

***Figure 4:*** ICIversus for each eQTL. Plots show, for each eQTL, the information leakage (x-axis) versus correct genotype predictability (y-axis). For each eQTL, the estimated ICI leakage and genotype predictability are plotted. The dots are colored with respect to the major allele frequency (a) and with respect to absolute correlation of the eQTL (b). ICI versus for shuffled data (red) is compared to the real dataset (blue) in (c).

***Figure 5:*** Accuracy measures for linking attacks. (a) Linking accuracy with MAP genotype predictions. Absolute correlation threshold (x-axis) versus fraction of vulnerable individuals (y-axis). The yellow arrow indicates the maximized position of linking accuracy. Red, green, and cyan plots show linking accuracy with gender, population, and gender + population as auxiliary information. (b) The genotype prediction accuracy. The genotype prediction accuracy (y-axis) of with changing absolute correlation threshold (x-axis). (c) Linking accuracy with extremity based linking with all genotypes. (d) Linking accuracy with extremity based linking with homozygous genotypes.

***[[FOLLOWING ARE NOT UPDATED, YET]]***

***Table S1:*** Linking accuracy of extremity based linking attack using the eQTLs are identified in different populations and different tissues. (a) The table shows the linking accuracies (for populations shown in the rows) when the eQTLs that are identified using data (indicated in each column) from different populations. (b) The linking accuracy of individuals in GEUVADIS project when eQTLs identified from different tissues are used in linking.

***Table S2:*** Linking attack accuracy comparison. The table shows linking accuracy for Schadt et al and extremity based linking attack methods. Each row corresponds (for Schadt et al Method) to a different number of data points in the training datasets that is input to Schadt et al method.

***Supplementary Figure 1:*** Schematic comparison of linking attacks (Left) and detection of a genome in a mixture attacks (Right). Each box in the figure represents a dataset in the form of a matrix. Multiple boxes next to each other correspond to concatenation of matrices. Linking attacks aim at linking genotype and phenotype datasets. The phenotype datasets contain both “predicting” phenotypes and other phenotypes, some of which can be sensitive. The attacker first predict genotypes for each of the predicting phenotype. The predicted genotypes are then compared with the genotypes in the genotype dataset. After the linking, all the datasets are concatenated where the identifiers can be matched to the sensitive phenotypes. Different colors indicate how the linking merges different information. The detection of a genome in a mixture attacks start with a genotype dataset. The attacker gets access to the statistics of a GWAS or genotyping dataset (for example, regression coefficients or allele frequencies). Then the attacker generates a statistic and tests it against that of a reference population. The testing result can be converted into the study membership indicator (attended/not attended) which shows whether the tested individual was in the study cohort or not.

***Supplementary Figure 2:*** Representation of the eQTLs. (a) The average ICI leakage versus the genotype predictability is shown for real (red) and shuffled (blue) eQTL dataset is shown. (b) The absolute correlation versus predictability is shown.

Figure shows the attacker’s presumed strategy for linking attack. (a) The phenotype and variant pairs are sorted with respect to decreasing absolute correlations values. For the top *n* pairs, joint predictability and ICI are computed. (b) Illustration of prior, joint, and posterior distributions of genotypes and expression levels. Leftmost figure shows the distribution of genotypes over the sample set, which is labelled as the prior distribution. Middle figure shows the joint distribution of genotypes and expression levels. Notice thatthere is a significant negative correlation between genotype values and the expression levels. Rightmost figure shows the posterior distribution of genotypes given that the gene expression level is 10. The posterior distribution has a maximum (MAP prediction) at genotype 2, which is indicated by a star.

***Supplementary Figure 3:*** The distribution of ranks of the individuals in the linking step. At each gradient threshold, the box plots show, for each individual, their ranks in the genotype comparison in the 3rd step of linking attack with MAP genotype prediction. Notice that at around 0.35 correlation threshold, the assigned ranks are minimized, i.e., most of the individual are linked correctly.

***Supplementary Figure 4:*** The median absolute gene expression extremity statistics over 462 individuals in GEUVADIS dataset. (a) For each individual, the extremity is computed over all the genes (23,662 genes) reported in the expression dataset. The median of the absolute value of the extremity is plotted. X-axis shows the sample index and y-axis shows the extremity. The absolute median extremity fluctuates around 0.25, which is exactly the midpoint between minimum and maximum values of absolute extremity. (b) For each individual, we count the number of genes above the extremity threshold. The plot shows the extremity threshold versus the median number of genes (over 462 individuals) above the extremity threshold. Around half of the genes (indicated by dashed yellow lines) have higher than almost 0.3 extremity on average over all the individuals. Also, around median number of 1000 genes over the samples have higher than 0.45 extremity (indicated by dashed red lines).

***Supplementary Figure 5:*** Illustration of linking for individual. The attacker first predicts the genotypes () which are then used to compute the distance to all the individuals in the genotype dataset. The computed distances are then sorted in decreasing. The top matching individual (in the example, individual *a*) is assigned as the linked individual. The first distance gap, , is computed as the difference between the second () and the first () distances in the sorted list.

***Supplementary Figure 6:***

***Supplementary Figure 7:*** A representative example of extremity based linking. The phenotype dataset (Consisting of gene expression levels for 6 genes) is shown above. Each phenotype measurement is represented by green (negative extreme), red (positive extreme), or grey (non-extreme) dots. Based on the extremity of phenotypes, the attacker performs prediction of genotypes, which are shown below in (2). He or she uses the eQTL dataset (with genes and SNPs) for prediction. Blue and brown triangles correspond to the correct genotype predictions. The grey crosses correspond to the incorrect or unavailable genotype predictions. The attacker compares the predicted genotypes to the genotype dataset in (3), where triangles show the genotypes, and performs linking. The attacker links the predicted genotypes to the genotype dataset. 3 individuals (Bob, Alice, and John) are highlighted. The attacker can link Bob and John by matching them to their genotypes. The correct prediction of rs7274244 (in yellow dashed rectangle) enables the attacker to distinguish between correct entries and reveal both of their disease status as positive. For Alice, the predicted genotypes are equally matching at two entries both of which match at 2 genotypes; PID-b and PID-k (with negative and positive disease status) thus the attacker cannot exactly reveal Alice’s disease status.

***Supplementary Figure 8:*** Illustration of risk assessment procedure for joint genotyping/phenotyping data generation. There are two paths of risk assessment to be performed. The first path evaluates the risks associated with release of the QTL datasets. The genotype and phenotype data (on the left) is first used for quantitative trait loci identification (QTL identification box). This generates the significant QTLs. These are then utilized, in addition to the list of external QTL databases, in quantification of leakage versus predictability, as presented in Section 2.2. These results are then relayed to the risk assessment procedures. The second risk assessment procedure evaluates the release of genotype and phenotype datasets. For this, the datasets are input to application of a list of linking attacks (Presented in Sections 2.3, and 2.4, and other linking attacks in the literature) for evaluation of characterization risks. The results are then relayed to risk assessment procedures.

***Supplementary Figure 9:*** Models of joint genotype-expression distribution with varying numbers of parameters for a positively correlated eQTL. (a) shows the true distribution where grey boxes represent the expression distributions given different genotypes. Red line show the gradient of correlation between genotype and expression. First simplification of the model is shown in (b). The expression distribution can be modeled with Gaussians with different means and variances with total of 6 parameters. The variances can be assumed same for different genotypes (c), where 4 parameters are required. (d) illustrates a representation of the uniform expression distribution given genotypes, where 4 parameters are required. The conditional distribution of expression is uniform (cross shaded rectangles) over the ranges (, ), (, ), and (, ) given genotypes 0, 1, and 2, respectively. The transparent grey rectangles shows the original distributions. (e) is a simplification of (d) where no conditional probability of expression is assigned given genotype is 1. In this model, only one parameter () is necessary. The conditional probability of expression given genotypes 0 and 2 are uniform for expression levels below and above , respectively (shown with cross shaded rectangles). The original distribution is included with grey rectangles for comparison. Extremity based prediction is an instantiation of the model in (e).

# ONLINE METHODS

## Genotype, Expression, and eQTL Datasets

The eQTL, expression, and genotype datasets contain the information for linking attack (**Supplementary Fig, 2**). The eQTL dataset is composed of a list of gene-variant pairs such that the gene expression levels and variant genotypes are significantly correlated. We will denote the number of eQTL entries with . The eQTL (gene) expression levels and eQTL (variant) genotypes are stored in and matrices and , respectively, where and denotes the number of individuals in gene expression dataset and individuals in genotype dataset. The row of , , contains the gene expression values for eQTL entry and represents the expression of the gene for individual. Similarly, row of , , contains the genotypes for eQTL variant and represents the genotype ( ϵ {0,1,2}) of variant for individual. The coding of the genotypes from homozygous or heterozygous genotype categories to the numeric values are done according to the correlation dataset (Online Methods). We assume that the variant genotypes and gene expression levels for the eQTL entry are distributed randomly over the samples in accordance with random variables (RVs) which we denote with and , respectively. We denote the correlation between the RVs with . In most of the eQTL studies, the value of the correlation is reported in terms of a gradient (or the regression coefficient) in addition to the significance of association (p-value) between genotypes and expression levels.

## Quantification of Characterizing Information and Predictability

The genotype RV takes 3 different values, {0,1,2}, where the genotype coding is done per counting the number of alternate alleles in the genotype. Given that the genotype is , we quantify the individual characterizing information in terms of *self-information*24 of the event that RV takes the value :

|  |  |  |
| --- | --- | --- |
|  |  | (1) |

where is the RV that represents the eQTL genotype, is the probability (frequency) of that takes the value , and denotes the individual characterizing information. Given multiple eQTL genotypes, assuming that they are independent, the total individual characterizing information is simply summation of those:

|  |  |  |
| --- | --- | --- |
|  |  | (2) |

The genotype probabilities are estimated by the frequency of genotypes in the genotype dataset. We measure the predictability of eQTL genotypes using an entropy based measure. Given the genotype RV, , and the correlated gene expression RV, ,

|  |  |  |
| --- | --- | --- |
|  |  | (3) |

where denotes the predictability of given the gene expression level , and denotes the entropy of given gene expression level for . The extension to multiple eQTLs is straightforward. For the individual, given the expression levels for all the eQTLs, the total predictability is computed as

|  |  |  |
| --- | --- | --- |
|  |  | (4) |

In addition, this measure is guaranteed to be between 0 and 1 such that 0 represents no predictability and 1 representing perfect predictability. The measure can be thought as mapping the prediction process to a uniform random guessing where the average correct prediction probability is measured by .

## Estimation of Genotype Entropy

We estimate the genotype entropy using the Shannon’s entropy24:

|  |  |  |
| --- | --- | --- |
|  |  | (5) |

where represents the RV for eQTL variant genotypes and represents the probability that takes the value . This probability can be also interpreted as the population frequency of the genotype at the eQTL’s variant locus. These probabilities are estimated from the distribution of genotypes over all the samples. As the genotypes are discrete valued, the above formula can be computed in a straightforward way by the summation after the probabilities are estimated.

In the formulation for conditional predictability of genotypes given expression levels, we also use the conditional specific entropies24 of the genotypes given the gene expression levels. For this, we use the following formulation:

|  |  |  |
| --- | --- | --- |
|  |  | (6) |

where represents the conditional probability that takes the value under the condition that the RV representing gene expression level for eQTLs () is . Since the gene expression levels are continuous, to estimate the conditional probabilities of genotypes given expression levels; we start with the joint distribution of and , then bin the gene expression levels. For this, we use Sturges’ rule25 to choose the number of bins. This rule states that the number of bins should be selected as . The binning is done for each gene by first sorting the expression levels for all the individuals, then the range of gene expression levels are divided into bins of equal size and each expression level is mapped to a value between in . The expression level of gene in individual, , is mapped to

|  |  |  |
| --- | --- | --- |
|  |  | (7) |

where and represents the minimum and maximum values, respectively, for the expression level over all the samples and represents the binned expression level. After the gene expression levels are binned, we use the binned expression levels and compute the conditional distribution of the variant genotypes at each binned gene expression level using the histograms:

|  |  |  |
| --- | --- | --- |
|  |  | (8) |

where is an indicator function for counting the number of matching mapped expression and genotype values:

|  |  |  |
| --- | --- | --- |
|  |  | (9) |

Finally, we utilize compute the Shannon entropy of the estimated conditional distribution as the condition specific entropies.

## First Distance Gap Statistic Computation

Following the previous section, the attacker computes, for each individual, the distance to all the genotypes in genotype dataset, then identifies the individual with smallest distance. Let and denote the minimum and second minimum genotype distances (among for all ***a***) for individual. We propose using the difference between these distances, termed *first distance gap statistic*, as a measure of reliability of linking. For this, the attacker computes following difference:

|  |  |  |
| --- | --- | --- |
|  |  | (10) |

First distance gap can be computed without the knowledge of the true genotypes, and is immediately accessible by the attacker with no need for auxiliary information (**Supplementary Fig. 8**). The basic motivation for this statistic comes from the observation that the first distance gap for correctly linked individuals are much higher compared to the incorrectly linked individuals.

## eQTL Identification with Matrix eQTL

For identification of eQTLs, we used Matrix eQTL26 method. We first generated the testing and training sample lists by randomly picking 210 and 211 individuals, respectively, for testing and training sets. We then separated the genotype and expression matrices into training and testing sets. Matrix eQTL is run to identify the eQTLs using the training dataset. In order to decrease the run time, Matrix eQTL is run in cis-eQTL identification mode. After the eQTLs are generated, we filtered out the eQTLs whose FDR (as reported by Matrix eQTL) was larger than 5%. We finally removed the redundancy by ensuring that each gene and each SNP is used only once in the eQTL final list. To accomplish this, we selected the eQTL that is correlated with highest association with each gene. The association statistic reported by Matrix eQTL was used as the measure of strength of association between expression levels and genotypes. Similar procedure is applied when eQTLs for 30 trios are identified.

## Modeling of Genotype-Phenotype Distribution

In the second step of the linking attack, the genotype predictions are performed. The genotype predictions are used, as an intermediate information, as input to the third step (**Fig. 2c**), where linking is performed. The main aim of attacker is to maximize the linking accuracy (not the genotype prediction accuracy), which depends jointly on the genotype prediction accuracy and the accuracy of the genotype matching in the 3rd step. Other than the accuracy of linking, another important consideration, for risk management purposes, is the amount of auxiliary input data (like training data for prediction model) that the genotype prediction takes. The prediction methods that require high amount of auxiliary data would decrease the applicability of the linking attack as the attacker would need to gather extra information before performing the attack. On the other hand, the prediction methods that require little or no auxiliary data makes the linking attack much more realistic and prevalent. It is therefore useful, in the risk management strategies, to study complexities of genotype prediction methods and evaluate how these translate into assessing the accuracy and applicability of the linking attack. We study different simplifications of genotype prediction, and illustrate different levels of complexity for genotype prediction.

In MAP based genotype prediction and linking attack, we assume that the attacker estimates the posterior distribution of genotypes and utilizes the maximum *a posteriori* estimate of the genotype as the general prediction method. For this, attacker must first model the joint genotype-phenotype distribution and then build the posterior genotype distribution (**Supplementary Fig. 5a**). The first level level of model can be built by decomposing the conditional distribution of expression with independent variances and means (**Supplementary Fig. 5b**). Assuming that mean and variance are sufficient statistics for the conditional distributions (e.g., normally distributed), the joint distributions can be modeled when the 6 parameters (3 means and 3 variances) are trained. The training can be performed using unsupervised methods like expectation maximization or can be performed using training data. This would, however, increase the required auxiliary data and decrease the applicability of the linking attack. A simplification of the model by assuming the variances of the conditional expression distributions are same for each genotype (**Supplementary Fig. 5c**). This decreases the number of parameters to be trained to 4 (3 means and 1 variance). An equally complex model with 4 parameters can be built assuming the conditional distributions are uniform at non-overlapping ranges of expression for each genotype (**Supplementary Fig. 5d**). This model requires 4 parameters to be trained corresponding to the expression range limits. Another simplification of the genotype prediction can be performed (**Supplementary Fig. 5e**), which requires only one parameter to be trained. In this model, the prediction only assigns uniform probability for homozygous genotypes when expression levels higher or lower than and assigns 0 conditional probability to the heterozygous genotypes, which brings up an important point: This simplified model is exactly the distribution that is utilized in the extremity based genotype prediction. In the extremity based prediction, we estimate simply as the mid-point of the range of gene expression levels within the expression dataset (Supplementary Note).

## Code Availability

All the analysis code that is used to generate results can be obtained from <http://privaseq.gersteinlab.org>
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