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a JC of two (or three) halves

1. where’s miRNA? 
- recap of miRNA/mRNA binding from AGO IP assays 

2. one transcript to rule them all  
- transcriptome analysis of human tissues and cell lines reveals 
one dominant transcript per gene 

3. neurogenesis in the adult human brain 
- if there’s time…
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Figure 1. Overview of Experimental and Bioinformatic Procedures
(A) Growing cells were UV irradiated, and PTH-AGO1 was purified. RNA fragmentation, ligation, cDNA synthesis, and sequencing of AGO1-associated RNAs

allowed the identification of sites of AGO1 binding (as single reads) and RNA-RNA interactions at AGO1-binding sites (as chimeric reads).

(B) Sequencing reads were mapped to a database of human transcripts using BLAST (Altschul et al., 1990). Sequences reliably mapped to two

different sites were folded in silico using UNAFold (Markham and Zuker, 2008) to identify the interaction site of the RNA molecules that gave rise to the

chimeric cDNA.

(legend continued on next page)
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search mRNA fragments for 
potential miRNA binding sites
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AGO HiTS-CLIP
ARTICLES

Argonaute HITS-CLIP decodes
microRNA–mRNA interaction maps
Sung Wook Chi1, Julie B. Zang1, Aldo Mele1 & Robert B. Darnell1

MicroRNAs (miRNAs) have critical roles in the regulation of gene expression; however, as miRNA activity requires base
pairing with only 628 nucleotides of messenger RNA, predicting target mRNAs is a major challenge. Recently,
high-throughput sequencing of RNAs isolated by crosslinking immunoprecipitation (HITS-CLIP) has identified functional
protein–RNA interaction sites. Here we use HITS-CLIP to covalently crosslink native argonaute (Ago, also called Eif2c)
protein–RNA complexes in mouse brain. This produced two simultaneous data sets—Ago–miRNA and Ago–mRNA binding
sites—that were combined with bioinformatic analysis to identify interaction sites between miRNA and target mRNA. We
validated genome-wide interaction maps for miR-124, and generated additional maps for the 20 most abundant miRNAs
present in P13 mouse brain. Ago HITS-CLIP provides a general platform for exploring the specificity and range of miRNA
action in vivo, and identifies precise sequences for targeting clinically relevant miRNA–mRNA interactions.

Sophisticated mechanisms regulating RNA may explain the gap
between the great complexity of cellular functions and the limited
number of primary transcripts. Regulation by miRNAs underscores
this possibility, as each miRNA is believed to bind directly to many
mRNAs to regulate their translation or stability1,2, and thereby con-
trol a wide range of activities, including development, immune func-
tion and neuronal biology3–5. Many miRNAs are evolutionarily
conserved, although others are species-specific (including human
miRNAs not conserved in chimpanzee)6, consistent with roles
ranging from generating cellular to organismal diversity.

Despite their biological importance, determining the targets of
miRNAs is a major challenge. The problem stems from the discovery
that functional mRNA regulation requires interaction with as few as 6
nucleotides of miRNA seed sequence7. Such 6-mers are present on
average every ,4 kilobases (kb), so that miRNAs could regulate a
broad range of targets; however, the full extent of their action is not
known. Bioinformatic analysis has greatly improved the ability to
predict bona fide miRNA binding sites8–10, principally by constraining
searches for evolutionarily conserved seed matches in 39 untranslated
region (UTR). Nonetheless, different algorithms produce divergent
results with high false-positive rates3,10–12. In addition, many miRNAs
are present in closely related miRNA families, complicating inter-
pretation of loss-of-function studies in mammals13,14, although such
studies have been informative for several miRNAs3,15–17. miRNA over-
expression or knockdown studies, most recently in combination with
proteomic studies11,18, have led to the conclusion that individual
miRNAs generally regulate a relatively small number of proteins at
modest levels (,2-fold), although the false-positive rate of target
predictions remains high (,up to 66%)11, and the data sets analysed
have been of limited size (,5,000 proteins). Similar high false-positive
rates have been observed when miRNAs were co-immunoprecipitated
with Ago proteins19–23. A critical caveat common to all of these studies
is their inability to definitively distinguish direct from indirect
miRNA–target interactions. At the same time, as therapeutic antisense
strategies become more viable17,24,25, knowledge of direct miRNA
target sites has become increasingly important.

Recently, we developed HITS-CLIP to directly identify protein–
RNA interactions in living tissues in a genome-wide manner26,27. This

method28,29 uses ultraviolet irradiation to covalently crosslink RNA–
protein complexes that are in direct contact (approximately over
single ängstrom distances) within cells, allowing them to be
stringently purified. Partial RNA digestion reduces bound RNA to
fragments that can be sequenced by high-throughput methods, yield-
ing genome-wide maps and functional insights26,30. Recent X-ray
crystal structures of an Ago–miRNA–mRNA ternary complex31 sug-
gest that Ago may make sufficiently close contacts to allow Ago
HITS-CLIP to simultaneously identify Ago-bound miRNAs and
the nearby mRNA sites. Here we use Ago HITS-CLIP to define the
sites of Ago interaction in vivo, decoding a precise map of miRNA–
mRNA interactions in the mouse brain. This provides a platform that
can establish the direct targets on which miRNAs act in a variety of
biological contexts, and the rules by which they do so.

Ago RNA targets in the mouse brain

HITS-CLIP experiments rely on a means of purifying RNA-binding
proteins (RNABPs)26–29. To purify Ago bound to mouse brain RNAs,
we ultraviolet-irradiated P13 neocortex and immunoprecipitated Ago
under stringent conditions. After confirming the specificity of Ago
immunoprecipitation (Fig. 1a), we radiolabelled RNA, further puri-
fied crosslinked Ago–RNA complexes by SDS–polyacrylamide gel
electrophoresis and nitrocellulose transfer, and visualized them by
autoradiography. We observed complexes of two different modal sizes
(,110 kDa and ,130 kDa; Fig. 1b and Supplementary Fig. 1),
suggesting that Ago (97 kDa) was crosslinked to two different RNA
species. Polymerase chain reaction with reverse transcription (RT–
PCR) amplification revealed that the ,110-kDa lower band
harboured ,22-nucleotide crosslinked RNAs and the upper band
both 22-nucleotide and larger RNAs (Fig. 1c). These products were
sequenced with high-throughput methods26 and found to correspond
to miRNAs and mRNAs, respectively (Supplementary Table 1), sug-
gesting that Ago might be sufficiently close to both miRNA and target
mRNAs to form crosslinks to both molecules in the ternary complex
(Fig. 1d). Such a result would allow the search for miRNA binding sites
to be constrained to both the subset of miRNAs directly bound by Ago
and to the local regions of mRNAs to which Ago crosslinked, poten-
tially reducing the rate of false-positive predictions of miRNA binding.
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SUMMARY

MicroRNAs (miRNAs) play key roles in gene regula-
tion, but reliable bioinformatic or experimental iden-
tification of their targets remains difficult. To provide
an unbiased view of humanmiRNA targets, we devel-
oped a technique for ligation and sequencing of
miRNA-target RNA duplexes associated with human
AGO1. Here, we report data sets of more than 18,000
high-confidence miRNA-mRNA interactions. The
binding of most miRNAs includes the 50 seed region,
but around 60% of seed interactions are noncanoni-
cal, containing bulged or mismatched nucleotides.
Moreover, seed interactions are generally accom-
panied by specific, nonseed base pairing. 18% of
miRNA-mRNA interactions involve the miRNA 30

end, with little evidence for 50 contacts, and some
of these were functionally validated. Analyses of
miRNA:mRNA base pairing showed that miRNA spe-
cies systematically differ in their target RNA interac-
tions, and strongly overrepresented motifs were
found in the interaction sites of several miRNAs. We
speculate that these affect the response of RISC to
miRNA-target binding.

INTRODUCTION

MicroRNAs (miRNAs) play a key role in the posttranscriptional
regulation of gene expression by guiding the association
between the RNA-induced silencing complex (RISC) and
target RNAs (reviewed in Fabian et al., 2010). Human cells
express more than 1,000 miRNAs, each potentially binding to
hundreds of messenger RNAs (mRNAs) (Lewis et al., 2005),
but only a small fraction of these interactions has been vali-
dated experimentally. Experiments conducted throughout the
last decade have established a set of canonical rules of
miRNA-target interactions (reviewed in Bartel, 2009): (1) inter-
actions are mediated by the ‘‘seed’’ region, a 6- to 8-nt-long
fragment at the 50 end of the miRNA that forms Watson-Crick

pairs with the target; (2) nucleotides paired outside the seed re-
gion stabilize interactions but are reported not to influence
miRNA efficacy (Garcia et al., 2011; Grimson et al., 2007);
and (3) functional miRNA targets are localized close to the
extremes of the 30 UTRs of protein-coding genes in rela-
tively unstructured regions (Grimson et al., 2007). Recently,
RISC-binding sites on mRNAs have been mapped transcrip-
tome wide by crosslinking, immunoprecipitation, and high-
throughput sequencing (CLIP-seq), allowing prediction of
many miRNA-mRNA interactions (Chi et al., 2009; Hafner
et al., 2010a; Zhang and Darnell, 2011) and yielding data
consistent with the canonical rules.
However, there is substantial evidence for exceptions to

these rules. As examples, in C. elegans, the well-studied lin-
4::lin-14 interaction involves bulged nucleotides (Ha et al.,
1996), whereas the let-7::lin-41 interaction involves wobble
G$U pairing (Vella et al., 2004). Human miR-24 targets impor-
tant cell-cycle genes using interaction sites that are spread
over almost the whole miRNA. These interactions lack obvious
seed pairing and contain multiple mismatches, bulges, and
wobbles (Lal et al., 2009). Analysis of the miR-124 targets
recovered by HITS-CLIP revealed a mode of miRNA-mRNA
binding that involves a G bulge in the target, opposite miRNA
nucleotides 5 and 6. It has been estimated that about 15% of
miR-124 targets in mice brain are recognized by this mode of
binding (Chi et al., 2012). Another, apparently rare, base-pairing
pattern called ‘‘centered site’’ (Shin et al., 2010) involves 11
consecutive Watson-Crick base pairs between the target and
positions 4–14 or 5–15 of miRNA. There are also multiple ex-
ceptions regarding the requirement for miRNA-binding sites
to be located in the 30 UTR. Functional miRNA-binding sites
have occasionally been reported in 50 UTRs (Grey et al.,
2010) and, more frequently, within mRNA coding sequences
(Hafner et al., 2010a; Reczko et al., 2012). Moreover, recent re-
ports show that miRNA targets are not limited to protein-coding
transcripts and can be found in noncoding RNAs (ncRNAs) that
arise from pseudogenes (Poliseno et al., 2010). Together, these
data indicate that miRNAs can bind to a wide variety of targets,
with both canonical and noncanonical base pairing, and
indicate that miRNA targeting rules may be complex and
flexible.
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Figure 1. Overview of Experimental and Bioinformatic Procedures
(A) Growing cells were UV irradiated, and PTH-AGO1 was purified. RNA fragmentation, ligation, cDNA synthesis, and sequencing of AGO1-associated RNAs

allowed the identification of sites of AGO1 binding (as single reads) and RNA-RNA interactions at AGO1-binding sites (as chimeric reads).

(B) Sequencing reads were mapped to a database of human transcripts using BLAST (Altschul et al., 1990). Sequences reliably mapped to two

different sites were folded in silico using UNAFold (Markham and Zuker, 2008) to identify the interaction site of the RNA molecules that gave rise to the

chimeric cDNA.

(legend continued on next page)
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Figure 1. Overview of Experimental and Bioinformatic Procedures
(A) Growing cells were UV irradiated, and PTH-AGO1 was purified. RNA fragmentation, ligation, cDNA synthesis, and sequencing of AGO1-associated RNAs

allowed the identification of sites of AGO1 binding (as single reads) and RNA-RNA interactions at AGO1-binding sites (as chimeric reads).

(B) Sequencing reads were mapped to a database of human transcripts using BLAST (Altschul et al., 1990). Sequences reliably mapped to two

different sites were folded in silico using UNAFold (Markham and Zuker, 2008) to identify the interaction site of the RNA molecules that gave rise to the

chimeric cDNA.

(legend continued on next page)
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Figure 1. Overview of Experimental and Bioinformatic Procedures
(A) Growing cells were UV irradiated, and PTH-AGO1 was purified. RNA fragmentation, ligation, cDNA synthesis, and sequencing of AGO1-associated RNAs

allowed the identification of sites of AGO1 binding (as single reads) and RNA-RNA interactions at AGO1-binding sites (as chimeric reads).

(B) Sequencing reads were mapped to a database of human transcripts using BLAST (Altschul et al., 1990). Sequences reliably mapped to two

different sites were folded in silico using UNAFold (Markham and Zuker, 2008) to identify the interaction site of the RNA molecules that gave rise to the

chimeric cDNA.

(legend continued on next page)
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To differentiate robust from nonspecific or transient Ago–RNA
interactions, we compared the results from biological replicate
experiments done with two different monoclonal antibodies
(Supplementary Figs 1–3). The background was further reduced by
in silico random CLIP, a normalization algorithm that accounted for
variation in transcript length and abundance (Supplementary Figs 4
and 5). The set of Ago-crosslinked miRNAs and mRNAs was highly
reproducible. Among biological triplicates or among 5 replicates
done with two antibodies, the Pearson correlation coefficient was
R2 . 0.9 and .0.83, respectively, for Ago–miRNA CLIP (Fig. 1e
and Supplementary Fig. 2) and R2 $ 0.8 and $0.65, respectively,
for Ago–mRNA CLIP (Fig. 1f and Supplementary Fig. 3). We iden-
tified 454 unique miRNAs crosslinked to Ago in mouse brain, with
Ago–miR-30e being the most abundant species (14% of total tags;
Supplementary Fig. 2); these results were consistent with previous
estimates assessed by cloning frequency32 or bead-based cytometry33,
although the correlation with published results (R2 5 0.2–0.32;

Supplementary Fig. 6) was not as high as among our biological repli-
cates. These discrepancies might be due to differences in the ages of
brain used, regulation of Ago–mRNA interactions, and/or increased
sensitivity allowed by stringent CLIP conditions and consequent
improved signal/noise. To facilitate the analysis of large numbers
of Ago–mRNA CLIP tags (,1.5 3 106 unique tags; Supplementary
Table 1) we analysed overlapping tags (clusters)26, which were
normalized by in silico random CLIP and sorted by biological com-
plexity26 (‘BC’, a measure of reproducibility between biological repli-
cates; see Supplementary Figs 5 and 7). A total of 1,463 robust clusters
(BC 5 5; that is, harbouring CLIP tags in all five biological experi-
ments using both antibodies) mapped to 829 different brain tran-
scripts, and 990 clusters had at least 10 tags (Supplementary Fig. 7).

Ago–mRNA HITS-CLIP tags were enriched in transcribed mRNAs
(Fig. 1g). The pattern of tags mirrored the results of functional assays
with miRNAs34, which show no biological activity when seed sites are
present in 59 UTRs (1% Ago–mRNA tags), and high efficacy in 39
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Figure 1 | Argonaute HITS-CLIP. a, Immunoblot (IB) analysis of Ago
immunoprecipitates (IP) from P13 mouse neocortex using pre-immune IgG
as a control or anti-Ago monoclonal antibody 2A8 blotted with 7G1-1*
antibody (Supplementary Methods). b, Autoradiogram of 32P-labelled RNA
crosslinked to mouse brain Ago purified by immunoprecipitation.
RNA–protein complexes of ,110 kDa and ,130 kDa are seen with 2A8 but
not control immunoprecipitation. c, PCR products amplified after linker
(36 nucleotides) ligation to RNA products excised from b. Products from the
110-kDa RNA–protein complex were ,22-nucleotide miRNAs, and those
from 130-kDa complexes were predominantly mRNAs. d, Illustration
showing proposed interpretation of data in c. Ago (drawn based on structure
3F73 in the Protein Data Bank)31 binds in a ternary complex to both miRNA
and mRNA, with sufficiently close contacts to allow ultraviolet crosslinking
to either RNA—mRNA tags will be in the immediate vicinity of miRNA
binding sites. e, f, Reproducibility of all Ago–miRNA tags (e; shown as
log2(normalized miRNA frequency) per brain) or all tags within Ago–mRNA

clusters (f; see Supplementary Figs 2 and 3). We estimated that sequencing
depth was near saturation (Supplementary Fig. 16). g, Location of
reproducible Ago–mRNA tags (tags in clusters; BC $2) in the genome.
Annotations are from RefSeq: ‘others’ are unannotated EST transcripts;
non-coding RNAs are from lincRNAs or FANTOM3. h, Top panel: the
position of robust Ago–mRNA clusters (BC 5 5) in transcripts is plotted
relative to the stop codon and 39 end (presumptive poly(A) site, as
indicated). Data are plotted as normalized density relative to transcript
abundance for Ago–mRNA clusters (blue) or control clusters (red) (s.d. is
shown in light colours; see Supplementary Methods). Regions with
significant enrichment relative to control are indicated with black bars
(.3 s.d.; P , 0.003). Cluster enrichment ,1 kb downstream from the stop
codon appears to be due to a large number of transcripts with ,1 kb 39 UTRs
(data not shown). Bottom panel: all individual clusters (BC 5 5) are shown
(each is a different colour).
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• not all miRNA binding sites are in the 3’UTR!
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comparing predicted targets

 

Table S4. Overlap between Targets Identified in CLASH, CLASH Single Read Clusters, PAR-
CLIP Clusters, and miRNA Targets Predicted by Common Algorithms, Related to Figure 2 
 
 
Table S4A 
 

PAR-CLIP clusters CLASH single read 
clusters 

 Number of 
interactions 15,823 28,515 

CLASH chimeras 
random localization within the same gene 
random localization within a random gene with similar expression level 
random localization within a random gene 

18,514 
18,514 
18,514 
18,514 

1,596 (9%) 
1,125 
540 
268 

3,066 (17%) 
2,036 
968 
439 

CLASH single read clusters 
random localization within the same gene 
random localization within a random gene with similar expression level 
random localization within a random gene 

28,515 
28,515 
28,515 
28,515 

2,528 (9%) 
1,417 
702 
343 

 

 
 
 
 
Table S4B 
 

matches with CLASH matches with control enrichment 

 Number of 
interactions 6,248 6,248  

miRanda 
PicTar 
PITA 
RNAhybrid 
TargetScan 

687,208 
205,263 
192,255  
992,584 
54,199 

411 
224 
195 
310 
170 

29 
9 
2 

25 
5 

14.2 × 
24.9 × 
97.5 × 
12.4 × 
34.0 × 

all predictions 2,131,509 802 59 13.6 × 

 
(A) The overlap between targets identified in CLASH, CLASH single read clusters, PAR-CLIP 

clusters. 

(B) The overlap between CLASH targets, randomized dataset and predictions was calculated 
using BEDTools (Quinlan and Hall, 2010) as described in Supplemental Experimental 
Procedures. Enrichment was calculated as fold difference of observed overlap over the overlap 
expected by chance. For the five prediction methods, CLASH target enrichment ranged from 12- 
to 97-fold, and the enrichment with all predictions combined was 13.6-fold. 
 
 
 
 

 

 

 

 

• for all the miRNA binding sites that are in the 3’UTR: 
- computational predictions are enriched over random  
- however suffer extremely high false positives & negatives
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a JC of two (or three) halves

1. where’s miRNA? 
- recap of miRNA/mRNA binding from AGO IP assays 

2. one transcript to rule them all  
- transcriptome analysis of human tissues and cell lines 
reveals one dominant transcript per gene 

3. neurogenesis in the adult human brain 
- if there’s time…
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Transcriptome analysis of human tissues and cell
lines reveals one dominant transcript per gene
Mar Gonzàlez-Porta1, Adam Frankish2, Johan Rung1, Jennifer Harrow2 and Alvis Brazma1*

Abstract

Background: RNA sequencing has opened new avenues for the study of transcriptome composition. Significant
evidence has accumulated showing that the human transcriptome contains in excess of a hundred thousand
different transcripts. However, it is still not clear to what extent this diversity prevails when considering the relative
abundances of different transcripts from the same gene.

Results: Here we show that, in a given condition, most protein coding genes have one major transcript expressed
at significantly higher level than others, that in human tissues the major transcripts contribute almost 85 percent to
the total mRNA from protein coding loci, and that often the same major transcript is expressed in many tissues.
We detect a high degree of overlap between the set of major transcripts and a recently published set of
alternatively spliced transcripts that are predicted to be translated utilizing proteomic data. Thus, we hypothesize
that although some minor transcripts may play a functional role, the major ones are likely to be the main
contributors to the proteome. However, we still detect a non-negligible fraction of protein coding genes for which
the major transcript does not code a protein.

Conclusions: Overall, our findings suggest that the transcriptome from protein coding loci is dominated by one
transcript per gene and that not all the transcripts that contribute to transcriptome diversity are equally likely to
contribute to protein diversity. This observation can help to prioritize candidate targets in proteomics research and
to predict the functional impact of the detected changes in variation studies.

Keywords: splicing, transcriptome, gene expression, RNA-seq

Background
Although there are fewer than 22,000 protein coding
genes known in the human genome, they are transcribed
into over 140,000 different transcripts (Ensembl release
66 [1]), over 65% of which have protein coding potential
and thus may contribute to protein diversity. Recently,
applications of high throughput sequencing to RNA,
known as RNA-seq [2], have opened new avenues for the
study of transcriptome composition [3]. RNA-seq is
based on sequencing short fragments, thus making the
precise reconstruction of full-length transcripts a difficult
task; nevertheless, several methods have been developed
to deconvolute transcript abundance [4-6]. Significant
evidence has accumulated showing that approximately

95% of multiexon genes have more than one alternative
splice-form expressed (for example, [4,7-9]) and that
transcript expression is regulated [10,11]. On the other
hand, focusing on EST data, Taneri et al. [12] predicted
that there is a single dominant transcript per gene in pri-
mary tissues. Recently, the ENCODE project [13] showed
that indeed, in cell lines most genes have a major tran-
script, although at the same time noted that ‘genes tend
to express many transcripts simultaneously, and as the
number of annotated transcripts per gene grows, so does
the number of expressed transcripts’. However, despite
these observations, it is still not clear if and to what
extent major transcripts are dominating the transcrip-
tome and what proportion of the transcript diversity is
likely to contribute to protein diversity. In addition, given
the notable differences in gene expression between pri-
mary tissues and cell lines [11,14], transcriptome analysis
in cell lines can be extended to primary tissues only to
some extent.

* Correspondence: brazma@ebi.ac.uk
1European Molecular Biology Laboratory - European Bioinformatics Institute,
EMBL-EBI, Wellcome Trust Genome Campus, Hinxton, Cambridge, CB10 1SD,
United Kingdom
Full list of author information is available at the end of the article

Gonzàlez-Porta et al. Genome Biology 2013, 14:R70
http://genomebiology.com/2013/14/7/R70

© 2013 Gonzàlez-Porta et al.; licensee BioMed Central Ltd. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and
reproduction in any medium, provided the original work is properly cited.
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analysis summary

• Djebali 2012 suggested genes tend to express a ‘major 
transcript’ 

• in this paper, the EBI group used 16 BodyMap tissues, 5 
ENCODE cell-lines, and Flux Simulator RNA-seq data 

• mapped to Gencode v11 protein coding genes  

• transcript quantification using MISO, Cufflinks, and MMSEQ
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major transcript

where all the different transcripts are under similar tran-
scriptional control and where most differences in their
abundance can be attributed to alternative splicing (AS;
Additional File 1 - Figure S4). In the same line, we
observe that the ratio of the number of expressed tran-
scripts to genes in primary tissues is 1.12 (0.98-1.40, SD
= 0.11; Additional File 2 - Table S2). Finally, we find that
in the studied samples approximately 85% (79.98% to
86.49%, SD = 2.17) of the mRNA pool from protein cod-
ing loci is comprised exclusively of major transcripts
(Figure 1b and Additional File 2 - Table S3). In order to
address the impact of our observations at the protein
level, we plotted the distribution of expression levels for
both major and minor transcripts (Figure 1c) and
observed that minor transcripts tend to be expressed
below 1 FPKM, a threshold that has been suggested as
the minimum expression required for protein detection
[21-23]. In addition, we calculated the overlap of our
major/minor transcript predictions with those obtained
from an independent study to assess which transcripts
are likely to be translated into proteins and detected a
higher overlap for major transcripts (see Additional File 4
- Supplementary Results).
We quantified transcript dominance by calculating for

every gene the ratio of the expression levels between the
major transcript and the second most abundant one
(Additional File 1 - Figure S4). Overall, we found that in
the studied tissues, 79% of the genes (74.21% to 81.94%,
SD = 2.16) have a two-fold dominant major transcript
(that is, expressed twice as much as the second most

abundant one), and that for 56% of the genes (43.39% to
61.60%, SD = 3.50) the major transcript is five-fold domi-
nant (Table 1 and Additional File 2 - Table S4). This indi-
cates that for most genes in a given sample there is one
dominant transcript. We estimate that dominant transcripts
account for most of the studied mRNA pool - 76.69%
(70.04% to 80.74%, SD = 3.48) for a two-fold dominance
and 67.47% (59.97% to 73.83%, SD = 4.81) for a five-fold
dominance (Figure 1b). GO enrichment analysis of genes
that consistently express a five-fold dominant transcript
across the 16 tissues in the tissue dataset indicated that
they are functionally involved in cellular respiration, protein
transport, transcription and transcription regulation (Addi-
tional File 2 - Table S5). We also calculated the fraction of
dominant major transcripts vs. non-dominant ones for dif-
ferent FPKM thresholds on total gene expression. The pro-
portion of dominant major transcripts increases with

Figure 1 Most protein coding genes express one predominant transcript. (a) Relative abundance of the subset of transcripts in each
position of the ranking for the primary tissues dataset. For each gene, transcripts were ranked based on their relative abundances. There is
generally one predominant transcript over the rest. (b) Percentage of the studied mRNA pool explained by each category of transcripts for the BM
dataset. The mean percentage for all samples is represented here. Major transcripts represent approximately 85% of the studied mRNA population and
were further classified into two-fold and five-fold dominant. (c) Expression distribution for major and minor transcripts in the tissue dataset. We
detect a total of 31,902 transcripts expressed above 1 FPKM in at least one tissue and 26,641 different major transcripts.

Table 1 Major transcripts tend to be predominantly
expressed.

Expressed
genes

Genes with a dominant major
transcript

Two-fold
dominance

Five-fold
dominance

1 FPKM 10,410 56.42% 8,179 78.51% 5,864 56.22%

5 FPKM 4,671 25.32% 3,898 83.64% 3,077 66.27%

10 FPKM 2,486 13.47% 2,146 86.54% 1,794 72.60%

Average number of genes with dominant major transcripts detected in the
primary tissues dataset. Different dominance ratios and gene expression
thresholds were considered in the quantification.

Gonzàlez-Porta et al. Genome Biology 2013, 14:R70
http://genomebiology.com/2013/14/7/R70
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body map vs. ENCODE

• major transcript abundance 
greater in cytosol than in 
nucleus 

• major transcript abundance 
is generally lower in cell-
lines than in tissues
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simulated data
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transcript switching
Figure 2 Example of non-canonical major transcript common to all the 16 tissues analysed: AES (amino-terminal enhancer of split,
ENSG00000104964). Read coverage for the gene (a) and screenshot from the Zmap manual annotation interface (b). UTR exons and splice
variants with no annotated CDS are shown in red, coding exons are shown in green and the CDS portion of models annotated as NMD are
shown in purple. Clusters containing >8,000 CAGE tags defining transcription start suites are shown as small blue boxes, CpG islands are shown
as yellow boxes broken by horizontal red bars representing TSS predictions from EPONINE [59]. The short horizontal green bars represent
polyadenylation sites identified by polyAseq [60].

Figure 3 Expression patterns for major transcripts. (a) Percentage of genes with recurrent and non-recurrent major transcripts. Changes in the
identity of major transcripts across samples were quantified with switch events. (b) Concept of switch event. A gene is considered to be involved
in a switch event if we detect two different dominant major transcripts in two different samples. If the dominant transcripts involved in the
switch are expressed above 5 FPKM, while the minor ones are expressed below 1 FPKM, we define the event as a strong switch.

Gonzàlez-Porta et al. Genome Biology 2013, 14:R70
http://genomebiology.com/2013/14/7/R70
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• 50% of genes expressed in all 16 tissues have the same 
dominant transcript 

• 35% of genes have consistent gene-level expression, but 
have different dominant transcript between at least 2 tissues
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replicates

• biological variability greater than between technical replicates
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example transcript switch

switch implied a change in the protein sequence. Tran-
script expression profiles for this last subset of events can
be visualised in Additional File 1 - Figure S11. One exam-
ple is the MBP gene (Myelin Basic Protein), for which we
detect a brain specific major transcript (Figure 4 and Addi-
tional File 1 - Figure S12).
As our tissue dataset lacks biological replicates, we

cannot distinguish which of the switch events are tissue
specific, as opposed to individual specific or due to tech-
nical or biological noise. Reassuringly, we observed that
genes with high variability in splicing across tissues are
enriched for transit peptides, among other GO terms
(Additional File 2 - Table S13 and Methods), thus sug-
gesting that biological variability dominates above tech-
nical variability. In addition, in order to estimate to
what extent technical variability could influence our
estimates, we repeated the same analyses in the cell line
dataset, where we observed that the number of switch
events detected across cell lines is significantly higher
than the one detected across replicates (that is, 10 times
higher for five-fold switch events, Additional File 1 -
Figure S13). Overall, the proportion of switch events
detected in the cell line data is lower than the one
observed in the tissue data (Additional File 2 - Table
S12 and Additional File 3 - File S5).

Major transcripts do not always code for proteins
Functional classification of major transcripts revealed that
for 17% (15.26% to 20.64%, SD = 1.60) of protein coding
genes expressed in primary tissues the major transcript
lacks an annotated CDS as indicated by GENCODE (see
Additional File 4 - Supplementary Methods). Taking into

account expression levels, and focusing on cell line data,
we observe that major non-coding transcripts are more
abundant in the nucleus, where they represent approxi-
mately 15% of the studied mRNA pool (12.99% to 16.66%,
SD = 1.10, Figure 5a). Genes with major non-coding tran-
scripts are expressed at higher levels in the nucleus, com-
pared to those with major coding transcripts, while this
trend is inverted in the cytosol (Additional File 1 - Figure
S14). In addition, non-coding major transcripts are less
dominant than coding ones in both compartments (Addi-
tional File 1 - Figure S14): 61% (54.80% to 65.57%, SD =
3.07) of major coding transcripts are also five-fold domi-
nant, while this number goes down to 27% (15.71% to
35.34%, SD = 5.76) for non-coding major ones. Finally, the
annotation revealed that the major non-coding transcripts
correspond to retained introns and processed transcripts,
which lack an open reading frame (see Supp. Methods).
We observe a higher proportion of processed transcripts in
the cytosol and retained introns in the nucleus (Figure 5b).
In order to evaluate the hypothesis that incomplete spli-

cing could explain the higher proportion of major retained
introns in the nucleus, we compared intron expression
levels across cellular compartments (see Methods for
details on the calculation of intron expression). We
observe slightly higher intron expression in the nucleus
compared to the cytosol (Additional File 1 - Figure S15).
We also observe a general trend in the location of major
retained introns towards the transcriptional 3’-end (Addi-
tional File 1 - Figure S15); moreover this trend is more
accentuated in the cytosol than in the nucleus, where it is
possibly masked by the higher intronic expression levels.
Such 3’ intron retention has been previously linked to

Figure 4 Example of a switch event: MBP (myelin basic protein, ENSG00000197971). Read coverage for the gene in brain and kidney.
Further tissues, as well as transcript annotation information, can be visualised in Additional File 1 - Figure S12.

Gonzàlez-Porta et al. Genome Biology 2013, 14:R70
http://genomebiology.com/2013/14/7/R70
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• Myelin Basic Protein (MBP) 

• very different transcript in brain 
compared to all other tissues 

• codes for a different protein 
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non-coding major transcripts

nonsense-mediated decay (see Discussion). Alternatively,
the prevalence of retained introns as a major transcript
could point to a functional mechanism. We observe that
genes with retained introns as the major transcript both in
nucleus and cytosol are expressed at lower levels in the
later (Additional File 1 - Figure S15), which would be con-
sistent with a regulatory role for retained introns (see Dis-
cussion). We also detect that those genes are associated to
transit peptides and ribosomal components, which is con-
sistent with previous findings indicating that introns regu-
late the expression of ribosomal proteins in yeast
(Additional File 2 - Table S14, see Discussion). On the
other hand, the term ‘processed transcript’ constitutes an
ambiguous category. Manual inspection of a subset of pro-
cessed transcripts that were consistently identified across
all samples as the major transcript suggests that potentially
they could be re-annotated to protein coding, nonsense
mediated decay (NMD) or retained intron (Additional File
2 - Table S15). Together, this seems to suggest that the
true proportion of non-coding major transcripts for pro-
tein coding genes may be lower than the current annota-
tion suggests, and most of these result from retained
introns, which can be explained by incomplete splicing or
potentially have a regulatory role.

Conclusions
In this study we combine RNA-seq data from different pri-
mary tissues, cell lines and cellular compartments to char-
acterise the human protein coding transcriptome from a
functional perspective. We show that in a given condition
most protein coding genes not only express one major
transcript, as recently observed by Djebali et al. [13], but
in most cases the major transcripts are dominating the

transcriptome. This observation is accentuated when
grouping transcripts by TSS, a scenario in which differ-
ences in transcript abundance can be mostly attributed to
splicing. We are aware that transcript quantification from
short read sequences is not a trivial task, and that the cur-
rent annotation is continuously updated to include novel
transcripts. However, our findings are supported by several
quantification methods, including de novo transcript dis-
covery, they are consistent across all datasets, and are reas-
suringly supported by direct evidence from junction reads.
In addition, the single transcript dominance becomes
stronger for highly expressed genes, for which transcript
prediction and quantification have been reported to be
more reliable (RNA-seq Genome Annotation Assessment
Project - RGASP, J Harrow, T Steijger, F Kokocinski, JF
Abril, C Howald, A Reymond, A Mortazavi, B Wold, T
Gingeras, R Guigó, et al., in preparation). In the long term,
longer reads and single cell sequencing will shed more
light on the topic.
Changes in alternative splicing across conditions have

been widely reported, with many studies focusing on the
differences across tissues ([7,8,20], Merkin et al. Science
2012, [24]), where splicing is thought to control the inter-
actions of the protein products [25,26]. Here we quantify
changes in the major transcript across conditions by look-
ing at switch events. We detect a significant number of
genes that express several major transcripts across differ-
ent conditions. Relevant examples include the MBP gene,
PSEN1 (presenilin 1) and ILF3 (interleukin enhancer bind-
ing factor 3). However, in many cases the differences are
subtle. This would suggest that alternative splicing might
be more prevalent in dynamic processes such as develop-
ment and differentiation, rather than steady state. On the

Figure 5 Major non-coding transcripts in protein coding genes. (a) Proportion of the mRNA studied represented by different categories of
transcripts. Average proportions were calculated including all the samples from each dataset. Major non-coding transcripts are more abundant in
nucleus, where the proportion of major coding ones also becomes reduced. (b) Transcript biotype categories for the major non-coding transcripts.
Average proportions were calculated including all the samples from each dataset. Processed transcripts are more abundant in the cytosol, while
retained introns represent the major fraction in the nucleus. Other minor categories that represented <1% of the transcripts were also identified,
but are not visible in the plots.

Gonzàlez-Porta et al. Genome Biology 2013, 14:R70
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• 17% of ‘protein-coding’ genes have a major transcript that is 
non-coding (31% in the nucleus)
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a JC of two (or three) halves

1. where’s miRNA? 
- recap of miRNA/mRNA binding from AGO IP assays 

2. one transcript to rule them all  
- transcriptome analysis of human tissues and cell lines 
reveals one dominant transcript per gene 

3. neurogenesis in the adult human brain 
- if there’s time…
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neurogenesis in the adult human brain
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radiocarbon (14C) dating

• radiocarbon dating 
invented in 1949 

• principle that 
atmospheric 14C is 
constant and 14C 
decays predictably over 
~14,000 years 

• nuclear testing started 
in 1955…
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genesis of non-neurons

detail. For scenario A (constant turnover) and scenario 2POP
(constant turnover in a fraction of cells), individual turnover rates
could also be estimated.

Turnover of Nonneuronal Cells in the Adult Human
Hippocampus
First, we assessed the turnover dynamics of nonneuronal
(NeuN!) cells in the human hippocampus. The 14C concentra-
tion in genomic DNA corresponded to time points after the birth
of the individuals (Figures 2A and 2B), establishing the turnover
of nonneuronal cells in the human hippocampus. Mathematical
modeling of 14C data allowed a detailed analysis of the dynamics
of cell turnover (Bergmann et al., 2009; Bergmann et al., 2012;
Spalding et al., 2008). By fitting the models to the data, we can
infer how much cell renewal is needed to reproduce the
observed 14C levels and whether the renewal is restricted to a
subpopulation (see Figure S2 and the Extended Experimental
Procedures). The best model, based on AIC, was scenario
2POP, in which a fraction of the population is renewing and the

other is not. In this scenario, cells within the renewing fraction
are set to turn over at a constant rate throughout life. This sce-
nario indicated that a large proportion of the nonneuronal cells
(51%, 95% confidence interval [CI] [22%–88%]) are continu-
ously exchanged. The median turnover rate within the subpopu-
lation of nonneuronal cells undergoing exchange is 3.5% per
year (Figure 2C and Table S2). Individual turnover estimates sug-
gest that there is a decline in the turnover of nonneuronal cells
during aging (r =!0.35, p = 0.04). The average age of nonneuro-
nal cells within the renewing fraction at different ages of an indi-
vidual is shown in Figure 2D.

Hippocampal Neurogenesis in Adult Humans
Next, we analyzed the 14C concentration in neuronal genomic
DNA. One can draw several conclusions regarding hippocampal
neurogenesis from the raw data (Figure 3). First, the 14C concen-
tration in genomic DNA of hippocampal neurons corresponds to
the concentration in the atmosphere after the birth of the individ-
ual, confirming the postnatal generation of hippocampal neurons

Figure 2. Turnover Dynamics of Nonneuronal Cells
(A) Schematic illustration of the representation of the measured 14C concentration in genomic DNA. The black line indicates the 14C concentration in the at-

mosphere at different time points in the last century. Individually measured 14C concentrations in the genomic DNA of human hippocampal cells are plotted at the

time of the subject’s birth (vertical lines), before (green dot) or after the 14C bomb spike (orange dot). 14C concentrations above the bomb curve (subjects born

before the bomb peak) and data points below the bomb curve (subjects born after the nuclear tests) indicate cellular turnover.

(B) The 14C concentrations of genomic DNA from nonneuronal cells demonstrate postnatal cell turnover in subjects born before and after the bomb spike.

(C) Individual turnover rates for Nonneuronal cells computed on the basis of individual data fitting. Individual turnover rate calculations are sensitive to deviations

in measured 14C and values <0.001 or >1.5 were excluded from the plot, but the full data are given in Table S1.

(D) Nonneuronal average cell age estimates of cells within the renewing fraction are depicted (red curve). The dashed line represents a no-cell-turnover scenario.

See also Figure S2 and Table S2.

Cell 153, 1219–1227, June 6, 2013 ª2013 Elsevier Inc. 1221
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detail. For scenario A (constant turnover) and scenario 2POP
(constant turnover in a fraction of cells), individual turnover rates
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of cell turnover (Bergmann et al., 2009; Bergmann et al., 2012;
Spalding et al., 2008). By fitting the models to the data, we can
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observed 14C levels and whether the renewal is restricted to a
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ously exchanged. The median turnover rate within the subpopu-
lation of nonneuronal cells undergoing exchange is 3.5% per
year (Figure 2C and Table S2). Individual turnover estimates sug-
gest that there is a decline in the turnover of nonneuronal cells
during aging (r =!0.35, p = 0.04). The average age of nonneuro-
nal cells within the renewing fraction at different ages of an indi-
vidual is shown in Figure 2D.

Hippocampal Neurogenesis in Adult Humans
Next, we analyzed the 14C concentration in neuronal genomic
DNA. One can draw several conclusions regarding hippocampal
neurogenesis from the raw data (Figure 3). First, the 14C concen-
tration in genomic DNA of hippocampal neurons corresponds to
the concentration in the atmosphere after the birth of the individ-
ual, confirming the postnatal generation of hippocampal neurons

Figure 2. Turnover Dynamics of Nonneuronal Cells
(A) Schematic illustration of the representation of the measured 14C concentration in genomic DNA. The black line indicates the 14C concentration in the at-

mosphere at different time points in the last century. Individually measured 14C concentrations in the genomic DNA of human hippocampal cells are plotted at the

time of the subject’s birth (vertical lines), before (green dot) or after the 14C bomb spike (orange dot). 14C concentrations above the bomb curve (subjects born

before the bomb peak) and data points below the bomb curve (subjects born after the nuclear tests) indicate cellular turnover.

(B) The 14C concentrations of genomic DNA from nonneuronal cells demonstrate postnatal cell turnover in subjects born before and after the bomb spike.

(C) Individual turnover rates for Nonneuronal cells computed on the basis of individual data fitting. Individual turnover rate calculations are sensitive to deviations

in measured 14C and values <0.001 or >1.5 were excluded from the plot, but the full data are given in Table S1.

(D) Nonneuronal average cell age estimates of cells within the renewing fraction are depicted (red curve). The dashed line represents a no-cell-turnover scenario.

See also Figure S2 and Table S2.
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genesis of neurons
non-neurons

in humans (Eriksson et al., 1998). This finding is in contrast to
cortical and olfactory bulb neurons, which are not exchanged
postnatally to a detectable degree in humans, and 14C levels
correspond to the time around the birth of the individual (Berg-
mann et al., 2012; Bhardwaj et al., 2006; Spalding et al.,
2005a). Second, the oldest studied subjects had higher 14C con-
centrations in neuronal DNA than were present in the atmo-
sphere before 1955 (Figure 3). This finding establishes that there
has beenDNA synthesis after 1955, indicating hippocampal neu-
rogenesis into at least the fifth decade of life (the oldest individual
was 42 years old in 1955). Third, the rather uniformly elevated
levels of 14C in individuals born before the onset of the nuclear
bomb tests indicate that there can be no dramatic decline in hip-
pocampal neurogenesis with age; if there was a substantial
decrease in neurogenesis during aging, then individuals born
longer before the rise in atmospheric 14C would have incorpo-
rated less of the elevated 14C levels present after 1955. Fourth,
individuals born before the onset of nuclear bomb tests have
lower 14C levels in hippocampal neuron DNA than at any time af-
ter 1955, establishing that, although some neurons are gener-
ated postnatally, the hippocampus is heterogeneous, and a large
subset of hippocampal neurons is not exchanged postnatally.
Thus, it is evident from the raw data that there is substantial gen-
eration of hippocampal neurons in humans, restricted to a sub-
population, without any dramatic decline during adulthood.

A Large Proportion of Hippocampal Neurons Are Subject
to Turnover
Adult hippocampal neurogenesis in mammals is restricted to the
dentate gyrus (Kempermann, 2012). With the current sensitivity
of AMS, it is not possible to separately carbon date neurons
from subdivisions of the human hippocampus. However, neuro-
blasts and BrdU-labeled neurons have only been demonstrated
in the dentate gyrus in adult humans (Eriksson et al., 1998; Knoth
et al., 2010), indicating that neuronal turnover is also restricted to
the dentate gyrus in humans. The term ‘‘turnover of neurons’’
does not imply that individual neurons that are lost are replaced

by new neurons taking over their function but that there is an
exchange of neurons at the population level. It was evident
from the raw data (Figure 3) that not all hippocampal neurons
are exchanged postnatally in humans. Models that allowed two
compartments, one population that turns over constantly and
one that is nonrenewing, fitted the data much better than any
other model (see the Extended Experimental Procedures). Sce-
nario 2POP indicates that the size of the cycling neuronal popu-
lation constitutes 35% (95% CI [12%–63%]) of hippocampal
neurons (Figure 4A), corresponding to slightly less than the pro-
portion of hippocampal neurons that constitute the dentate gy-
rus in humans (see below). This finding indicates that the vast
majority of dentate gyrus neurons are subject to exchange in
humans, differing from the situation in the mouse, in which
approximately 10% of the dentate gyrus neurons are subject
to exchange (Imayoshi et al., 2008; Santos et al., 2007). The pro-
portion of hippocampal neurons that are exchanged has not
been addressed in other species.
It is possible that cells in the hippocampus form a heteroge-

neous population in terms of renewal. A scenario with a contin-
uum of turnover rates was used to assess the heterogeneity of
the neuronal and nonneuronal cell populations (scenario XPOP
in Extended Experimental Procedures). The modeling indicates
that the neuronal subpopulation that is turning over in the hippo-
campus is rather homogeneous and confers to one mode of ex-
change (Figure 4A). The nonneuronal cells form a heterogeneous
group of cells, consisting mainly of astrocytes, microglia, and
oligodendrocyte-lineage cells but also containing several smaller
populations of, for example, leukocytes and blood-vessel-asso-
ciated endothelial and perivascular cells. In line with this, models
that allowed subpopulations to have different turnover dynamics
fitted the nonneuronal data best. The nonneuronal cells appear
more heterogeneous than the neurons, some nonneuronal cells
having high turnover rates and some having very low ones
(Figure 4B).

The Rate of Neuronal Turnover in the Human
Hippocampus
Given that the majority of hippocampal neurons are not
exchanged, the average age of hippocampal neurons increases
with the age of the individual, which may give the false impres-
sion that the turnover rate decreases sharply during aging. How-
ever, when taking into account that neurogenesis is restricted to
a subpopulation, individual estimates of turnover rates indicate a
moremodest decline in turnover with agingwithin this population
(Figures 5A and S3 and Table S3; r = !0.31, p = 0.03, scenario
2POP in Extended Experimental Procedures). The median turn-
over rate of neurons within the renewing subpopulation is 1.75%
per year during adulthood, corresponding to approximately 700
new neurons per day in each hippocampus or 0.004% of the
dentate gyrus neurons per day in the human hippocampus.
The turnover rate of hippocampal neurons is not significantly
different between men and women (p = 0.41, ANOVA). The
average age of neurons within the renewing fraction at different
ages of an individual is shown in Figure 5B.
Comparing the turnover rates between the full neuronal

and nonneuronal hippocampal populations reveals a signifi-
cantly higher turnover rate within the nonneuronal compartment

Figure 3. Hippocampal Neurogenesis in Adult Humans
14C concentrations in hippocampal neuron genomic DNA correspond to a

time after the date of birth of the individual, demonstrating neurogenesis

throughout life.
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preferential loss of adult-born neurons, and a larger proportion of
hippocampal neurons are subject to exchange in humans in
comparison to the mouse. Nonneuronal cells have more hetero-
geneous turnover dynamics than hippocampal neurons.

It is important to consider whether DNA repair may contribute
to 14C integration in hippocampal cells. DNA damage and repair
are largely restricted to proliferating cells and are believed to be
several orders of magnitude below the level that is detectable by
14C dating in postmitotic cells (Spalding et al., 2005a). DNA
repair during cell proliferation will not affect the assessment of
cell generation, given that 14C integrates in DNA at a concentra-
tion corresponding to that in the atmosphere during mitosis. We
have not found any measurable 14C integration in the DNA of
cortical, cerebellar, or olfactory bulb neurons over many de-
cades in humans (Bergmann et al., 2012; Bhardwaj et al.,
2006; Spalding et al., 2005a). Not even neurons surviving at
the perimeter of an ischemic cortical stroke, a situation where
there is substantial DNA damage and repair, incorporate suffi-
cient 14C to be detected (H.B.H., O.B., M.S., G.P., and J.F.,
our unpublished data). The dynamics of 14C integration in the
DNA of hippocampal neurons does not appear to be compatible
with any pattern of DNA repair previously described; a large frac-
tion of hippocampal neurons (35%) would have to exchange
their entire genome by DNA repair during the lifetime of an indi-
vidual, whereas there would be no detectable DNA repair in the
remaining hippocampal neurons. In contrast, the number of neu-
roblasts reported in the adult human dentate gyrus (Knoth et al.,
2010) is sufficient to give rise to the number of new neurons indi-
cated by the 14C analysis, and the decline in neurogenesis
closely parallels the decrease in the number of neuroblasts (Fig-
ure 5A). Thus, the 14C concentration in genomic DNA of hippo-
campal neurons is likely to accurately reflect neurogenesis.

Retrospective birth dating reveals that what appears as small
numbers of neuroblasts present in adulthood (Knoth et al., 2010)
give rise to a substantial number of new neurons over time in the
hippocampus. In this context, it is interesting that the similar den-
sity of neuroblasts in the subventricular zone to that in the hippo-
campal dentate gyrus does not result in any detectable addition
of new neurons to the olfactory bulb (Bergmann et al., 2012; Gör-
itz and Frisén, 2012; Knoth et al., 2010; Sanai et al., 2011; Wang
et al., 2011). Thus, the lack of olfactory bulb neurogenesis ap-
pears to be a consequence of an absence of migration and/or

integration of new neurons in the olfactory bulb rather than a
lack of generation of neuroblasts.
There are some distinct differences in the pattern of adult hip-

pocampal neurogenesis in humans compared to that in rodents,
in which this process has been most extensively characterized.
First, a much larger proportion of hippocampal neurons are
subject to exchange in humans. In mice, 10% of the neurons in
the dentate gyrus are added in adulthood and subject to ex-
change (Imayoshi et al., 2008; Ninkovic et al., 2007). In humans,
approximately one-third of the hippocampal neurons turn over,
corresponding to the vast majority of the dentate gyrus neurons.
Second, although hippocampal neurogenesis declines with age
in both rodents and humans, the relative decline during adult-
hood appears smaller in humans in comparison to mice. Com-
parisons of the kinetics of the age-dependent decline in hippo-
campal neurogenesis between different species have revealed
a similar chronology rather than correlating to developmental
milestones (Amrein et al., 2011). In line with this, the most dra-
matic decrease in the number of neuroblasts in the dentate gyrus
occurs during the first postnatal months in both mice and hu-
mans (Ben Abdallah et al., 2010; Knoth et al., 2010). An effect
of this is that young adult mice are still in the most steeply
declining phase of neurogenesis, making the relative decrease
in neurogenesis during adult life much larger in mice than in hu-
mans. Although there is an approximately 10-fold decrease in
neurogenesis from 2 to 9 months of age in mice (Ben Abdallah
et al., 2010), there is an approximate 4-fold decline during the
entire adult lifespan in humans (Figure 5A). Third, the impact of
adult neurogenesis on the total number of neurons in the dentate
gyrus differs between rodents and humans. Hippocampal neuro-
genesis inmice and rats is additive and results in a net increase in
the number of dentate gyrus neurons with age (Bayer, 1985; Im-
ayoshi et al., 2008; Kempermann et al., 2003; Ninkovic et al.,
2007). This is not the case in humans, where there is a net loss
of dentate gyrus neurons during adult life. Although the decrease
in neuronal numbers is less pronounced in the dentate gyrus
than in other subdivisions of the human hippocampus, the gen-
eration of new neurons does not keep up with neuronal loss (Fig-
ure 6). Computational models have indicated that the addition of
new neurons to the circuitry, along with loss of older redundant
cells and enhanced synaptic plasticity, can maximize the effect
of the new neurons, whereas an isolated exchange of neurons

Figure 5. Neuronal Turnover Dynamics in
the Human Hippocampus
(A) Individual turnover rates for neuronal cells

within the renewing fractionwere computed on the

basis of individual data fitting. The number of DCX-

positive cells per mm2 in the dentate gyrus (data

from Knoth et al., 2010) shows a similar modest

decline during adult ages as the computed

neuronal turnover rates. Straight lines depict linear

regression curves, and the regression line for DCX

cell counts was calculated for individuals 10 years

and older. Individual turnover rate calculations are

sensitive to deviations in measured 14C and values

<0.001 or >1.5 were excluded from the plot, but

the full data are given in Table S1.

(B) The average age of the neurons within the renewing fraction (blue curve). The dashed line represents the no-cell-turnover scenario.

See also Figure S3 and Table S3.
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