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Hi-C experiment 
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Contact Matrix 
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Normalization of the matrix 
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•  Artificial separation of 
intrachromosomal and 
interchromosomal 
interactions 

•  Intrachromosomal 
expectation as a function 
of distance: Obs/Exp 

•  Interchromosomal 
expectation –  
 number of reads*f_i*f_j
 Obs/Exp    



Eigenvectors: 
Genome compartments 
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Dekker et al. Nat. Rev. Genetics 2013 



A more sophisticated error model 
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Fragment length 

Mappability 

GC content 



Model 
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Given 2 fragment ends a, b, the probability to observe them in a pair-end read 

20 by 20 matrices 

106 pair-end reads -> 1012 combinations 

800 parameters 



After correction 
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Clustering of 
the  

corrected 
matrix 
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Remarks: 
•  assume particular sources  

of bias 
•  very computationally 

expensive: 800 parameters, 
 all possible pairs of 
 fragments 



A “better” approach: ICE 
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Assumption: 
All loci should have 
equal visibility 
sum of each row (column)=1 



Model 
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Matrix T: “true” relative contact probabilities Tij =1
j
∑ equal visibility 

For each loci i, there is a bias factor Bi (summarize all sorts of sources) 
the expected contact frequency between i and j is given by BiBjTij
Given the observed contact frequency Oij, they inferred the values of T and B by 
maximum likelihood. 

Oij = BiBjTij

Tij =1
j=1

N

∑ ,∀i
Solve equations by iteration. 
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Validation 



Biology revealed from  
eigenvectors of T 
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Cross species analysis 
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Pro and Limitation of ICE 

•  Unbiased comparison of Hi-C data between data sets, 
cell types and organisms 

•  Only for genome-wide matrix of contacts, NOT suitable 
for techniques like ChIA-PET compared to Yaffe and 
Tanay 

•  Operates on binned data, there’s a resolution limit 
compared to Yaffe and Tanay 
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