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The accumulation of data on structural variation in cancer 
genomes provides an opportunity to better understand the 
mechanisms of genomic alterations and the forces of selection 
that act upon these alterations in cancer. Here we test 
evidence supporting the influence of two major forces, spatial 
chromosome structure and purifying (or negative) selection, on 
the landscape of somatic copy-number alterations (SCNAs) in 
cancer1. Using a maximum likelihood approach, we compare 
SCNA maps and three-dimensional genome architecture 
as determined by genome-wide chromosome conformation 
capture (HiC) and described by the proposed fractal-globule 
model2,3. This analysis suggests that the distribution of 
chromosomal alterations in cancer is spatially related to three-
dimensional genomic architecture and that purifying selection, 
as well as positive selection, influences SCNAs during somatic 
evolution of cancer cells.

SCNAs are among the most common genomic alterations observed 
in cancer, and recurrent alterations have been successfully used to 
implicate cancer-causing genes1. Effectively finding cancer-causing 
genes using a genome-wide approach relies on our understanding 
of how new genome alterations are generated during the somatic 
evolution of cancer4–7. As such, we test the hypothesis that three-
dimensional (3D) chromatin organization and spatial co-localization 
influences the set of SCNAs observed in cancer (Fig. 1a). (Spatial 
proximity and chromosomal rearrangements are discussed more 
generally in references 8–12.) Until now, unequivocally establish-
ing a genome-wide connection between SCNAs and 3D chromatin 
organization in cancer has been limited by our ability to characterize 
3D chromatin architecture, and the resolution with which we are 
able to observe SCNAs in cancer. Here we ask whether the ‘land-
scape’ of SCNAs across cancers1 can be understood with respect 
to spatial contacts in a 3D chromatin architecture as determined  

by the recently developed HiC method for high-throughput chromo-
some conformation capture2 and described theoretically using 
the fractal globule (FG) model (theoretical concepts13, review3). 
Specifically, we investigate the model presented in Figure 1a, and test 
whether distant genomic loci that are brought spatially close by 3D 
chromatin architecture during interphase are more likely to undergo 
structural alterations and become end points for amplifications or 
deletions observed in cancer.

Toward this end, we examine the statistical properties of SCNAs in 
light of spatial chromatin contacts in the context of cancer as an evo-
lutionary process. During the somatic evolution of cancer14,15 as in 
other evolutionary processes, two forces determine the accumulation of 
genomic changes (Fig. 1a): generation of new mutations and fixation of 
these mutations in a population. The rate at which new SCNAs are gener-
ated may vary depending upon the genetic, epigenetic and cellular con-
text. After an SCNA occurs, it proceeds probabilistically toward fixation 
or loss according to its effect on cellular fitness. The fixation probability 
of an SCNA in cancer depends upon the competition between positive 
selection if the SCNA provides the cancer cell with a fitness advantage, 
and purifying (that is, negative) selection if the SCNA has a deleteri-
ous effect on the cell. The probability of observing a particular SCNA 
thus depends upon its rate of occurrence by mutation and the selective 
advantage or disadvantage conferred by the alteration (Fig. 1a). Positive, 
neutral and purifying selection are all evident in cancer genomes16.

Our statistical analysis of SCNAs argues that both contact probabil-
ity owing to chromosomal organization at interphase and purifying 
selection contribute to the observed spectrum of SCNAs in cancer. 
From a data set1 of reported SCNAs across 3,131 cancer specimens, we 
selected 39,568 intra-arm SCNAs (26,022 amplifications and 13,546 
deletions) longer than a megabase for statistical analysis, excluding 
SCNAs that start or end in centromeres or telomeres as they may 
arise through an alternative mechanism. To establish that our results 
were robust to positive selection acting on cancer-associated genes, 
we analyzed a collection of 24,301 SCNAs that do not span highly 
recurrent SCNA regions (16,521 amplifications and 7,789 deletions, 
respectively 63% and 58% of the full set1; see Online Methods). We 
present results for the less-recurrent SCNAs, and note that our find-
ings are robust to the subset of chosen SCNAs. We performed our 
analysis by considering various models of chromosomal organization 
and purifying selection, which were used to calculate the likelihood 
of the observed SCNA given the model. The likelihood calculations 
were then used to discriminate between competing models. Statistical 
significance was further evaluated using permutation tests. The strong 
association we find between SCNAs and high-order chromosomal 
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Hypothesis
•  3D chromatin organization and spatial co-localization 

influences the set of somatic copy-number alterations in 
cancer.

Ques%on 
•  Are distant genomic loci that are brought together by the 3D 

chromatin architecture during interphase more likely to 
undergo structural alterations and become end points for 
amplification and deletions observed in cancers? 

2 



Background
•  SCNA:

–  Somatic Copy Number Alteration(s)
–  a sequence that is found at different copy numbers in an 

individualʼs germ-line DNA and in the DNA of a clonal sub-
population of cells

–  somatic changes in the number of copies of a DNA sequence 
that arise during the process of cancer development

–  the most common genomic alterations in cancer
–  focal SCNA have led to the identification of cancer-causing 

genes and aided the design of potential therapeutic strategies.
–  challenge:

•  discrimination of SCNAs from all CNVs

3 



Cancer – An Evolutionary Process
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structure is not only consistent with the current understanding of 
the mechanisms of SCNA initiation17, but provides insight into how 
spatial proximity may be arrived at through chromosomal architec-
ture and the significance of chromosomal architecture for patterns of 
SCNAs observed at a genomic scale.

RESULTS
Patterns of chromatin structure in the SCNA landscape
The initial motivation for our study was an observation that the length 
of focal SCNAs and the length of chromosomal loops (that is, intra-
chromosomal contacts) have similar distributions (Fig. 1b,c), both 
exhibiting ~1/L scaling. Analysis of HiC data for human cells2 showed 
that the mean contact probability over all pairs of loci a distance L 
apart on a chromosome goes as PHiC (L)~1/L for a range of distances  
L = 0.5 to 7 Mb. This scaling for mean contact probability was shown 
to be consistent with a fractal globule (FG) model of chromatin archi-
tecture. Similarly, the mean probability to observe a SCNA of length 
L is approximately PSCNA (L)~1/L for the same range of distances  
L = 0.5 to 10 Mb, as previously noted1. Mathematically, the observa-
tion that the mean probability to observe an SCNA decays with its 
length is quite important. If two SCNA ends were chosen randomly 
within a chromosome arm, the mean probability to observe an SCNA 
of length L would remain constant. Positive selection, which tends 
to amplify oncogenes or delete tumor suppressors, again does not 
give rise to a distribution whose mean decreases with length. Either 
purifying selection or a length-dependent mutational mechanism is 
required to observe this result.

The connection between 3D genomic architecture and SCNA 
structure goes beyond the similarity of their length distributions: loci 
that have higher probability of chromosomal contacts are also more 
likely to serve as SCNA end points (Fig. 2). To quantitatively deter-
mine the relationship between 3D genomic architecture and SCNA,  
we converted both data sets into the same form. For each chromosome,  

we represent HiC data as a matrix of counts of spatial contacts 
between genomic locations i and j as determined in the GM06990 cell  
line using a fixed bin size of 1 Mb2. Similarly, we constructed SCNA 
matrices by counting the number of amplifications or deletions that 
start at genomic location i and end at location j of the same chromo-
somes across the 3,131 tumors. Figure 2 presents HiC and SCNA 
matrices (heatmaps) for chromosome 17. Away from centromeric 
and telomeric regions, which were not considered in this analysis, 
the SCNA heatmap appears similar to the HiC heatmap (Pearson’s  
r = 0.55, P < 0.001, see Supplementary Table 1 for other chromo-
somes). In particular, regions enriched for 3D interactions also appear 
to experience frequent SCNAs. Because the Pearson correlation  
coefficient is not suited for comparisons of frequencies of rare events 
like SCNAs, for further analysis we employed the Poisson likelihood, 
a widely used method to statistically analyze rare events18.

Model selection
To further test the role of chromosome organization for the genera-
tion of SCNAs, we developed a series of statistical models of pos-
sible SCNA-generating processes, computed the Poisson likelihoods 
of the SCNA data given these models (Online Methods, equation 
(6)) and performed model selection using their Bayesian Information 
Criterion (BIC) values, which is the log-likelihood of a given model 
penalized by its number of fitting parameters (Online Methods, 
equation (7)). The models we considered take into account different 
mechanisms of the generation of SCNA, with a mutation rate that is 
either uniform in length (Uniform), derived from experimentally 
determined chromatin contact probabilities (HiC) or derived from 
contact probability in the fractal globular chromatin architecture 
(FG). In contrast to HiC, which provides contact probability for any 
pair of loci, the FG model specifies only how the contact probability 
decays as a function of the distance between the loci, irrespective of 
their location along a chromosome.
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Figure 1 3D proximity as mechanism for SCNA formation. (a) Model of how chromosomal architecture and selection can influence observed patterns of 
SCNAs. First, spatial proximity of the loop ends makes an SCNA more likely to occur after DNA damage (yellow lightning bolts) and repair. Next, forces 
of positive selection and purifying selection act on SCNAs that have arisen (deletions (blue) or amplifications (red)), leading to their ultimate fixation or 
loss. Observed SCNAs in cancer thus reflect both mutational and selective forces. Inset illustrates looping in a simulated fractal globule architecture. 
Two contact points are highlighted by spheres and represent potential end points of SCNAs. (b) SCNA length distribution for 60,580 less-recurrent 
SCNAs (39,071 amplifications and 21,509 deletions) mapped in 3,131 cancer specimens from 26 histological types1. Squares show mean number 
of amplification (red) or deletion (blue) SCNAs after binning at 100 kb resolution (and then averaged over logarithmic intervals). Light magenta lines 
show ~1/L distributions. Gray line shows the best fit for purifying selection (equation (4) with a uniform mutation rate). Thick dark purple line shows 
best fit for deletions for FG+sel. (c) The mean number of contacts between two loci distance L apart on a chromosome at 100 kb resolution. Contacts are 
obtained from intrachromosomal interactions of 22 human chromosomes characterized by the HiC method (human cell line GM06690)2. Shaded area 
shows range from 5th and 95th percentiles for number of counts in a 100-kb bin at a given distance. The mean number of contacts is shown by blue 
line. Light magenta line shows ~1/L scaling also observed in the fractal globule model of chromatin architecture. Blue dashed line provides a baseline 
for contact frequency obtained as interchromosomal contacts in the same data set.
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Methods (1)
•  39,568 SCNAs:

–  26,022 amplifications and 13,546 deletions
–  Intra-arm position (not in near telomeric or centromeric regions)
–  L > 1Mb

•  HiC*:
–  Experimental method for high-throughput chromosome conformation capture
–  Capable of identifying long-range interactions in an unbiased genome-wide 

fashion



(12, 13). Interestingly, chromosome 18, which is
small but gene-poor, does not interact frequently
with the other small chromosomes; this agrees
with FISH studies showing that chromosome 18
tends to be located near the nuclear periphery (14).

We then zoomed in on individual chromo-
somes to explore whether there are chromosom-
al regions that preferentially associate with each
other. Because sequence proximity strongly in-
fluences contact probability, we defined a normal-

ized contact matrixM* by dividing each entry in
the contact matrix by the genome-wide average
contact probability for loci at that genomic dis-
tance (10). The normalized matrix shows many
large blocks of enriched and depleted interactions,
generating a plaid pattern (Fig. 3B). If two loci
(here 1-Mb regions) are nearby in space, we
reasoned that they will share neighbors and have
correlated interaction profiles. We therefore de-
fined a correlation matrix C in which cij is the

Pearson correlation between the ith row and jth
column of M*. This process dramatically sharp-
ened the plaid pattern (Fig. 3C); 71% of the result-
ing matrix entries represent statistically significant
correlations (P ≤ 0.05).

The plaid pattern suggests that each chromo-
some can be decomposed into two sets of loci
(arbitrarily labeled A and B) such that contacts
within each set are enriched and contacts between
sets are depleted.We partitioned each chromosome

Fig. 1. Overview of Hi-C. (A)
Cells are cross-linked with form-
aldehyde, resulting in covalent
links between spatially adjacent
chromatin segments (DNA frag-
ments shown in dark blue, red;
proteins, which canmediate such
interactions, are shown in light
blue and cyan). Chromatin is
digested with a restriction en-
zyme (here, HindIII; restriction
site marked by dashed line; see
inset), and the resulting sticky
ends are filled in with nucle-
otides, one of which is bio-
tinylated (purple dot). Ligation
is performed under extremely
dilute conditions to create chi-
meric molecules; the HindIII
site is lost and an NheI site is
created (inset). DNA is purified
and sheared. Biotinylated junc-
tions are isolated with strep-
tavidin beads and identified by
paired-end sequencing. (B) Hi-C
produces a genome-wide con-
tactmatrix. The submatrix shown
here corresponds to intrachro-
mosomal interactions on chromo-
some 14. (Chromosome 14 is
acrocentric; the short arm is
not shown.) Each pixel represents all interactions between a 1-Mb locus and another 1-Mb locus; intensity corresponds to the total number of reads (0 to 50). Tick
marks appear every 10 Mb. (C and D) We compared the original experiment with results from a biological repeat using the same restriction enzyme [(C), range
from 0 to 50 reads] and with results using a different restriction enzyme [(D), NcoI, range from 0 to 100 reads].

A

B C D

Fig. 2. The presence and orga-
nization of chromosome territo-
ries. (A) Probability of contact
decreases as a function of ge-
nomic distance on chromosome 1,
eventually reaching a plateau at
~90 Mb (blue). The level of in-
terchromosomal contact (black
dashes) differs for different pairs
of chromosomes; loci on chromo-
some 1 are most likely to inter-
act with loci on chromosome 10
(green dashes) and least likely
to interact with loci on chromo-
some 21 (red dashes). Interchro-
mosomal interactions are depleted
relative to intrachromosomal in-
teractions. (B) Observed/expected
number of interchromosomal con-
tacts between all pairs of chromosomes. Red indicates enrichment, and blue indicates depletion (range from 0.5 to 2). Small, gene-rich chromosomes tend to interact
more with one another, suggesting that they cluster together in the nucleus.
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Methods (2)
•  Fractal globule model (FG*):

–  A compact polymer state that emerges 
during polymer condensation as a result 
of topological constraints which prevent  
one region of the chain from passing  
across another one




•  Bayesian information criterion (BIC*)
–  Criterion for model selection given a number of models
–  Penalizes the models based on their complexity – number of parameters


–  Adapted for SCNA:



•  High value for BIC are preferred



Equilibrium Globule Fractal Globule 

2 Andrew R. Liddle

criterion, the Deviance Information Criterion (DIC) of Spiegelhal-

ter et al. (2002, henceforth SBCL02), which combines heritage

from both Bayesian methods and information theory. It has inter-

esting properties. Firstly, unlike the AIC and BIC it accounts for the

situation, common in astrophysics, where one or more parameters

or combination of parameters is poorly constrained by the data.

Secondly, it is readily calculable from posterior samples, such as

those generated by MCMC methods. It has already been used in

astrophysics to study quasar clustering (Porciani & Norberg 2006).

2 MODEL SELECTION STATISTICS

2.1 Bayesian evidence

The Bayesian evidence, also known as the model likelihood and

sometimes, less accurately, as the marginal likelihood, comes from

a full implementation of Bayesian inference at the model level, and

is the probability of the data given the model. Using Bayes theorem,

it updates the prior model probability to the posterior model prob-

ability. Usually the prior model probabilities are taken as equal,

but quoted results can readily be rescaled to allow for unequal

ones if required (e.g. Lasenby & Hobson 2006). In many circum-

stances the evidence can be calculated without simplifying assump-

tions (though perhaps with numerical errors). It has now been quite

widely applied in cosmology; see for example Jaffe (1996), Hob-

son, Bridle & Lahav (2002), Saini, Weller & Bridle (2004), Trotta

(2005), Parkinson et al. (2006), and Lasenby & Hobson (2006).

The evidence is given by

E ≡

∫
L(θ)P (θ) dθ , (1)

where θ is the vector of parameters being varied in the model and
P (θ) is the properly-normalized prior distribution of those parame-
ters (often chosen to be flat). It is the average value of the likelihood

L over the entire model parameter space that was allowed before

the data came in. It rewards a combination of data fit and model

predictiveness. Models which fit the data well and make narrow

predictions are likely to fit well over much of their available pa-

rameter space, giving a high average. Models which fit well for

particular parameter values, but were not very predictive, will fit

poorly in most of their parameter space driving the average down.

Models which cannot fit the data well will do poorly in any event.

The integral in equation (1) may however be difficult to cal-

culate, as it may have too many dimensions to be amenable to

evaluation by gridding, and the simplest MCMC methods such as

Metropolis–Hastings produce samples only in the part of parameter

space where the posterior probability is high rather than through-

out the prior. Nevertheless, many methods exist (e.g. Gregory 2005;

Trotta 2005), and the nested sampling algorithm (Skilling 2006)

has proven feasible for many cosmology applications (Mukherjee

et al. 2006; Parkinson et al. 2006; Liddle et al. 2006b).

A particular property of the evidence worth noting is that it

does not penalize parameters (or, more generally, degenerate pa-

rameter combinations) which are unconstrained by the data. If the

likelihood is flat or nearly flat in a particular direction, it simply

factorizes out of the evidence integral leaving it unchanged. This is

an appealing property, as it indicates that the model fitting the data

is doing so really by varying fewer parameters than at first seemed

to be the case, and it is the unnecessary parameters that should be

discarded, not the entire model.

2.2 AIC and BIC

Much of the literature, both in astrophysics and elsewhere, seeks a

simpler surrogate for the evidence which still encodes the tension

between fit and model complexity. In Liddle (2004), I described

two such statistics, the AIC and BIC, which have subsequently been

quite widely applied to astrophysics problems. They are relatively

simple to apply because they require only the maximum likelihood

achievable within a given model, rather than the likelihood through-

out the parameter space. Of course, such simplification comes at a

cost, the cost being that they are derived using various assumptions,

particularly gaussianity or near-gaussianity of the posterior distri-

bution, that may be poorly respected in real-world situations.

The AIC is defined as

AIC ≡ −2 lnLmax + 2k , (2)

where Lmax is the maximum likelihood achievable by the model

and k the number of parameters of the model (Akaike 1974). The
best model is the one which minimizes the AIC, and there is no

requirement for the models to be nested. The AIC is derived by

an approximate minimization of the Kullback–Leibler information

entropy, which measures the difference between the true data dis-

tribution and the model distribution. An explanation geared to as-

tronomers can be found in Takeuchi (2000), while the full statistical

justification is given by Burnham & Anderson (2002).

The BIC was introduced by Schwarz (1978), and is defined as

BIC ≡ −2 lnLmax + k lnN , (3)

where N is the number of datapoints used in the fit. It comes from

approximating the evidence ratios of models, known as the Bayes

factor (Jeffreys 1961; Kass & Raftery 1995). The BIC assumes that

the datapoints are independent and identically distributed, which

may or may not be valid depending on the dataset under considera-

tion (e.g. it is unlikely to be good for cosmic microwave anisotropy

data, but may well be for supernova luminosity-distance data).

Applications of these two criteria have usually shown broad

agreement in the conclusions reached, but occasional differences

in the detailed ranking of models. One should consider the extent

to which the conditions used in the derivation of the criteria are vio-

lated in real situations. A particular case in point is the existence of

parameter degeneracies; inclusion (inadvertent or otherwise) of un-

constrained parameters is penalized by the AIC and BIC, but not by

the evidence. Interpretation of the BIC as an estimator of evidence

differences is therefore suspect in such cases.

Burnham & Anderson (2002, 2004) have stressed the impor-

tance of using a version of the AIC corrected for small sample sizes,

AICc. This is given by (Sugiura 1978)

AICc = AIC +
2k(k + 1)
N − k − 1

. (4)

Since the correction term anyway disappears for large sample sizes,

N # k, there is no reason not to use it even in that case, i.e. it is
always preferable to use AICc rather than the original AIC. In typ-

ical small-sample cases, e.g. N/k being only a few, the correction
term strengthens the penalty, bringing the AICc towards the BIC

and potentially mitigating the difference between them.

2.3 DIC

The DIC was introduced by SBCL02. It has already been widely

applied outside of astrophysics. Its starting point is a definition of

an effective number of parameters pD of a model. This quantity,
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Constructing heatmaps. We generated SCNA heatmaps from data previously 
published1, in which researchers reported a total of 75,700 amplification and 
55,101 deletion events across 3,131 cancer specimens; reported events are 
those with inferred copy number changes > 0.1 or < −0.1, due to experimen-
tal limitations. We restricted our analysis to intra-arm SCNAs which do not 
start and/or end near telomeric or centromeric regions separated by more 
than one megabase bin, giving a set of 39,568 SCNAs (26,022 amplifications 
and 13,546 deletions). We note that SCNAs starting and/or ending in centro-
meres and/or telomeres (which include full-arm gain and/or loss) display a 
very different pattern of occurrence from other focal SCNAs, particularly in 
terms of their length distribution, which may indicate a different mutational 
mechanism. Requiring a separation of greater than one megabase bin is due 
to resolution limits of both SCNA and HiC data (Supplementary Fig. 8). 
SCNA matrices are constructed by counting the number of amplifications 
or deletions starting at Mb i and ending at Mb j of the same chromosomes. 
Similarly, HiC heatmaps were generated by counting the number of reported 
interactions2 between Mb i and j of the same chromosome in human cell 
line GM06690.

Mutational and evolutionary models of SCNA. To test the respective con-
tributions of mutational and selective forces on the distribution of SCNAs, we 
consider the probability of observing an SCNA that starts and ends at i and j 

P Lij ij ( )

as the product of the probability of a mutation, that is, an SCNA to occur in 
a single cell ij, and the probability to have this mutation fixed in the popula-
tion of cancer cells (L), where L = |i−j| is the SCNA length. The mutation 
probability ij depends on the model that describes the process leading to 
chromosomal alterations: (Uniform), two ends of an alteration are drawn 
randomly from the same chromosomal arm, giving ij constUniform ;  
(HiC), the probability of an alteration depends on the probability of a 3D 
contact between the ends as given by HiC data, ij ijPHiC HiC~ ; (FG), the prob-
ability of alteration depends upon the probability of 3D contact according to 
the fractal globule model, that is, on SCNA length L: ij L LFG FG ~ /1 . The 
probability of fixation depends on the fitness of a mutated cell as compared to 
nonmutated cells (see below). Each mutational model is considered by itself 
and in combination with purifying selection, giving six models: Uniform, 
HiC, FG, Uniform+sel, HiC+sel and FG+sel. For example, P Lij

FG FG( ), and 
P L Lij

selFG FG( ) ( ). The additional parameter describing selection is 
accounted for using BIC (described below).

We also examined a mutational model which combines the effects of 
chromosomal compartments as determined by HiC2 with the FG model 
(FG+domains). Domains are brought into our models by assuming different like-
lihoods of SCNA ends to be located active-active, active-inactive and inactive-
inactive domains (two independent parameters). This domain structure is then 
multiplied by the fractal globule contact probability, P L Dij ij

FG FGdomains
( ) ,  

where Dij = 1 if i and j are in different domains, Dij =  if i and j are both in an 
open domain, and Dij =  if i and j are both in a closed domain. We exclude 
chromosomes 4, 5 and 15 for the domain analysis, as these chromosomes have 
a poor correspondence between HiC domains (as determined in the original 
analysis of HiC2) and the HiC contact map.

Effects of selection on the probability of fixation. Two major selective forces 
act on SCNAs: positive selection on SCNAs that amplify an oncogene or 
delete a tumor suppressor, and purifying selection that acts on all altera-
tions. Purifying selection results from the deleterious effects of an SCNA 
that deletes or amplifies genes and regulatory regions of the genome that 
are not related to tumor progression. We assume that deleterious effect of 
an SCNA, and the resulting reduction in cell fitness F, is proportional to 
SCNA length: | F|  L.

The probability of fixation is calculated using the Moran process as a model 
of cancer evolution15,20: 

( ) /( )
/( )

,F F
F N

1 1 1
1 1 1

(1)(1)

(2)(2)

where F is a relative fitness difference (selection coefficient), N is the effec-
tive population size. For weakly deleterious mutations ( F < 0,N| F| >> 1, 
| F| << 1) 

( )
exp

F F
FN1

Note that for sufficiently deleterious mutations this leads to an exponentially 
suppressed probability of fixation: ( F)  exp ( FN) ( F < 0), a useful 
intuitive notion. Assuming a deleterious effect linear in SCNA length,  
F = −L/ , we obtain the probability of fixation for purifying selection acting 

on an SCNA 

( )
exp /

L C L
L 1

where C is an arbitrary constant obtained from normalization of P(L), and  
 = /N is a fitting parameter that quantifies the strength of purifying selec-

tion. For gene-based purifying selection, L is simply replaced by the number 
of genes altered. Mutations that are selectively neutral have no length depend-
ence, so (L) = C, and thus Pij ~ ij.

Controlling for positive selection. Positive selection acting on cancer-
 associated genes (e.g., oncogenes and tumor suppressors) presents a possible 
confounding factor to our analysis. To establish that our results were robust 
to positive selection acting on cancer-associated genes, we analyzed the subset 
of the 39,568 SCNAs (26,022 amplifications and 13,546 deletions) that do not 
span highly recurrent SCNA regions identified by GISTIC (genomic identifi-
cation of significant targets in cancer) with a false-discovery rate q-value for 
alteration of <0.25 as listed in reference 1, a collection of 24,310 SCNAs (16,521 
amplifications and 7,789 deletions, respectively 63% and 58% of the full set). 
After SCNAs spanning highly recurrent regions are removed, permutations 
are performed under the constraint that permuted SCNAs do not cross any 
of the highly recurrent regions. Positive selection can also be somewhat con-
trolled for by setting a threshold on the inferred change in copy number, to 
filter SCNAs that may have experienced strong positive selection in individual 
cancers. We note that our findings are robust to the subset of chosen SCNAs, 
most likely because there are many fewer driver SCNAs than passenger SCNAs 
(Supplementary Fig. 9).

Model selection using Poisson log-likelihood, Bayesian information criterion. 
As the occurrence of a particular SCNA starting at i and ending at j is a rare event, 
we evaluate the relative ability of a model to predict the observed distribution of 
SCNAs by calculating the Poisson log-likelihood of the data given the model: 

log ( | ) log
exp( )( )

( )
L

P P
SCNA

ij ij
SCNA

ij

ij
SCNA Model

Model Model

!!

log( )

( )

( )

i j

ij iji j ijP SCNA P c

1

1
Model Model oonst.

where PijModel is dictated by the model as explained above, and SCNAij is the 
number of SCNAs that start and end at i and j. Because recurrent regions of 
amplification and deletion are different, we calculate the log-likelihood sepa-
rately for amplifications and deletions, and then aggregate across these two 
classes of SCNAs. After the log-likelihood is calculated, models are ranked 
and model selection is performed using Bayesian Information Criterion (BIC). 
BIC penalizes models based upon their complexity, namely their number of 
parameters. Penalizing k additional parameters for n observed SCNAs using 
Bayesian Information Criterion (BIC) is straightforward: 

BIC L k nlog ( | ) log( )SCNA Model 1
2

where models with higher BIC are preferred27. For the permutation analysis, 
log-likelihood is calculated in the same way, first for the observed SCNAs, and 
then for permuted sets of SCNAs.

(3)(3)

(4)(4)

(6)(6)

(7)(7)

27. Schwarz, G. Estimating the dimension of a model. Ann. Stat. 6, 461–464 
(1978).

*G. Schwarz Annals of Sta/s/cs 6, 461 (1978) 

 

Lmax : maximum likelyhood achievable by the model 
k = number of parameters in the model 
N = number of data points in the model 
 

L: length of SCNA 
k: number of parameters 
n: number of SCNA events 
 

*L.A. Mirny, Chrom. Res. 19, 37 (2011) 
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structure is not only consistent with the current understanding of 
the mechanisms of SCNA initiation17, but provides insight into how 
spatial proximity may be arrived at through chromosomal architec-
ture and the significance of chromosomal architecture for patterns of 
SCNAs observed at a genomic scale.

RESULTS
Patterns of chromatin structure in the SCNA landscape
The initial motivation for our study was an observation that the length 
of focal SCNAs and the length of chromosomal loops (that is, intra-
chromosomal contacts) have similar distributions (Fig. 1b,c), both 
exhibiting ~1/L scaling. Analysis of HiC data for human cells2 showed 
that the mean contact probability over all pairs of loci a distance L 
apart on a chromosome goes as PHiC (L)~1/L for a range of distances  
L = 0.5 to 7 Mb. This scaling for mean contact probability was shown 
to be consistent with a fractal globule (FG) model of chromatin archi-
tecture. Similarly, the mean probability to observe a SCNA of length 
L is approximately PSCNA (L)~1/L for the same range of distances  
L = 0.5 to 10 Mb, as previously noted1. Mathematically, the observa-
tion that the mean probability to observe an SCNA decays with its 
length is quite important. If two SCNA ends were chosen randomly 
within a chromosome arm, the mean probability to observe an SCNA 
of length L would remain constant. Positive selection, which tends 
to amplify oncogenes or delete tumor suppressors, again does not 
give rise to a distribution whose mean decreases with length. Either 
purifying selection or a length-dependent mutational mechanism is 
required to observe this result.

The connection between 3D genomic architecture and SCNA 
structure goes beyond the similarity of their length distributions: loci 
that have higher probability of chromosomal contacts are also more 
likely to serve as SCNA end points (Fig. 2). To quantitatively deter-
mine the relationship between 3D genomic architecture and SCNA,  
we converted both data sets into the same form. For each chromosome,  

we represent HiC data as a matrix of counts of spatial contacts 
between genomic locations i and j as determined in the GM06990 cell  
line using a fixed bin size of 1 Mb2. Similarly, we constructed SCNA 
matrices by counting the number of amplifications or deletions that 
start at genomic location i and end at location j of the same chromo-
somes across the 3,131 tumors. Figure 2 presents HiC and SCNA 
matrices (heatmaps) for chromosome 17. Away from centromeric 
and telomeric regions, which were not considered in this analysis, 
the SCNA heatmap appears similar to the HiC heatmap (Pearson’s  
r = 0.55, P < 0.001, see Supplementary Table 1 for other chromo-
somes). In particular, regions enriched for 3D interactions also appear 
to experience frequent SCNAs. Because the Pearson correlation  
coefficient is not suited for comparisons of frequencies of rare events 
like SCNAs, for further analysis we employed the Poisson likelihood, 
a widely used method to statistically analyze rare events18.

Model selection
To further test the role of chromosome organization for the genera-
tion of SCNAs, we developed a series of statistical models of pos-
sible SCNA-generating processes, computed the Poisson likelihoods 
of the SCNA data given these models (Online Methods, equation 
(6)) and performed model selection using their Bayesian Information 
Criterion (BIC) values, which is the log-likelihood of a given model 
penalized by its number of fitting parameters (Online Methods, 
equation (7)). The models we considered take into account different 
mechanisms of the generation of SCNA, with a mutation rate that is 
either uniform in length (Uniform), derived from experimentally 
determined chromatin contact probabilities (HiC) or derived from 
contact probability in the fractal globular chromatin architecture 
(FG). In contrast to HiC, which provides contact probability for any 
pair of loci, the FG model specifies only how the contact probability 
decays as a function of the distance between the loci, irrespective of 
their location along a chromosome.
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Figure 1 3D proximity as mechanism for SCNA formation. (a) Model of how chromosomal architecture and selection can influence observed patterns of 
SCNAs. First, spatial proximity of the loop ends makes an SCNA more likely to occur after DNA damage (yellow lightning bolts) and repair. Next, forces 
of positive selection and purifying selection act on SCNAs that have arisen (deletions (blue) or amplifications (red)), leading to their ultimate fixation or 
loss. Observed SCNAs in cancer thus reflect both mutational and selective forces. Inset illustrates looping in a simulated fractal globule architecture. 
Two contact points are highlighted by spheres and represent potential end points of SCNAs. (b) SCNA length distribution for 60,580 less-recurrent 
SCNAs (39,071 amplifications and 21,509 deletions) mapped in 3,131 cancer specimens from 26 histological types1. Squares show mean number 
of amplification (red) or deletion (blue) SCNAs after binning at 100 kb resolution (and then averaged over logarithmic intervals). Light magenta lines 
show ~1/L distributions. Gray line shows the best fit for purifying selection (equation (4) with a uniform mutation rate). Thick dark purple line shows 
best fit for deletions for FG+sel. (c) The mean number of contacts between two loci distance L apart on a chromosome at 100 kb resolution. Contacts are 
obtained from intrachromosomal interactions of 22 human chromosomes characterized by the HiC method (human cell line GM06690)2. Shaded area 
shows range from 5th and 95th percentiles for number of counts in a 100-kb bin at a given distance. The mean number of contacts is shown by blue 
line. Light magenta line shows ~1/L scaling also observed in the fractal globule model of chromatin architecture. Blue dashed line provides a baseline 
for contact frequency obtained as interchromosomal contacts in the same data set.
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structure is not only consistent with the current understanding of 
the mechanisms of SCNA initiation17, but provides insight into how 
spatial proximity may be arrived at through chromosomal architec-
ture and the significance of chromosomal architecture for patterns of 
SCNAs observed at a genomic scale.

RESULTS
Patterns of chromatin structure in the SCNA landscape
The initial motivation for our study was an observation that the length 
of focal SCNAs and the length of chromosomal loops (that is, intra-
chromosomal contacts) have similar distributions (Fig. 1b,c), both 
exhibiting ~1/L scaling. Analysis of HiC data for human cells2 showed 
that the mean contact probability over all pairs of loci a distance L 
apart on a chromosome goes as PHiC (L)~1/L for a range of distances  
L = 0.5 to 7 Mb. This scaling for mean contact probability was shown 
to be consistent with a fractal globule (FG) model of chromatin archi-
tecture. Similarly, the mean probability to observe a SCNA of length 
L is approximately PSCNA (L)~1/L for the same range of distances  
L = 0.5 to 10 Mb, as previously noted1. Mathematically, the observa-
tion that the mean probability to observe an SCNA decays with its 
length is quite important. If two SCNA ends were chosen randomly 
within a chromosome arm, the mean probability to observe an SCNA 
of length L would remain constant. Positive selection, which tends 
to amplify oncogenes or delete tumor suppressors, again does not 
give rise to a distribution whose mean decreases with length. Either 
purifying selection or a length-dependent mutational mechanism is 
required to observe this result.

The connection between 3D genomic architecture and SCNA 
structure goes beyond the similarity of their length distributions: loci 
that have higher probability of chromosomal contacts are also more 
likely to serve as SCNA end points (Fig. 2). To quantitatively deter-
mine the relationship between 3D genomic architecture and SCNA,  
we converted both data sets into the same form. For each chromosome,  

we represent HiC data as a matrix of counts of spatial contacts 
between genomic locations i and j as determined in the GM06990 cell  
line using a fixed bin size of 1 Mb2. Similarly, we constructed SCNA 
matrices by counting the number of amplifications or deletions that 
start at genomic location i and end at location j of the same chromo-
somes across the 3,131 tumors. Figure 2 presents HiC and SCNA 
matrices (heatmaps) for chromosome 17. Away from centromeric 
and telomeric regions, which were not considered in this analysis, 
the SCNA heatmap appears similar to the HiC heatmap (Pearson’s  
r = 0.55, P < 0.001, see Supplementary Table 1 for other chromo-
somes). In particular, regions enriched for 3D interactions also appear 
to experience frequent SCNAs. Because the Pearson correlation  
coefficient is not suited for comparisons of frequencies of rare events 
like SCNAs, for further analysis we employed the Poisson likelihood, 
a widely used method to statistically analyze rare events18.

Model selection
To further test the role of chromosome organization for the genera-
tion of SCNAs, we developed a series of statistical models of pos-
sible SCNA-generating processes, computed the Poisson likelihoods 
of the SCNA data given these models (Online Methods, equation 
(6)) and performed model selection using their Bayesian Information 
Criterion (BIC) values, which is the log-likelihood of a given model 
penalized by its number of fitting parameters (Online Methods, 
equation (7)). The models we considered take into account different 
mechanisms of the generation of SCNA, with a mutation rate that is 
either uniform in length (Uniform), derived from experimentally 
determined chromatin contact probabilities (HiC) or derived from 
contact probability in the fractal globular chromatin architecture 
(FG). In contrast to HiC, which provides contact probability for any 
pair of loci, the FG model specifies only how the contact probability 
decays as a function of the distance between the loci, irrespective of 
their location along a chromosome.
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Figure 1 3D proximity as mechanism for SCNA formation. (a) Model of how chromosomal architecture and selection can influence observed patterns of 
SCNAs. First, spatial proximity of the loop ends makes an SCNA more likely to occur after DNA damage (yellow lightning bolts) and repair. Next, forces 
of positive selection and purifying selection act on SCNAs that have arisen (deletions (blue) or amplifications (red)), leading to their ultimate fixation or 
loss. Observed SCNAs in cancer thus reflect both mutational and selective forces. Inset illustrates looping in a simulated fractal globule architecture. 
Two contact points are highlighted by spheres and represent potential end points of SCNAs. (b) SCNA length distribution for 60,580 less-recurrent 
SCNAs (39,071 amplifications and 21,509 deletions) mapped in 3,131 cancer specimens from 26 histological types1. Squares show mean number 
of amplification (red) or deletion (blue) SCNAs after binning at 100 kb resolution (and then averaged over logarithmic intervals). Light magenta lines 
show ~1/L distributions. Gray line shows the best fit for purifying selection (equation (4) with a uniform mutation rate). Thick dark purple line shows 
best fit for deletions for FG+sel. (c) The mean number of contacts between two loci distance L apart on a chromosome at 100 kb resolution. Contacts are 
obtained from intrachromosomal interactions of 22 human chromosomes characterized by the HiC method (human cell line GM06690)2. Shaded area 
shows range from 5th and 95th percentiles for number of counts in a 100-kb bin at a given distance. The mean number of contacts is shown by blue 
line. Light magenta line shows ~1/L scaling also observed in the fractal globule model of chromatin architecture. Blue dashed line provides a baseline 
for contact frequency obtained as interchromosomal contacts in the same data set.
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We also took into account possible deleterious effects of SCNAs 
due to purifying selection, which can lead to a reduced probability of 
fixation (Online Methods, equation (1)). Deleterious effects of SCNAs 
on cellular fitness may arise from the disruption of genes or regulatory  
regions; as such, we expect longer SCNAs to be more deleterious.  
A relationship between SCNA length and its deleterious effect on cellular  
fitness is supported by the observation that whole-arm SCNAs are less 
likely in longer chromosomal arms1, as well as an observation of line-
arly decreasing bacterial growth rate with longer amplifications19. If we 
assume that the deleterious effect of an SCNA increases linearly with 
its length L and consider the somatic evolution of cancer as a Moran 
process15,20, we find that the probability of fixation decays roughly 
exponentially with length at a rate that reflects the strength of purify-
ing selection (Online Methods, equation (4) and Fig. 1b). Combining 
the effects of purifying selection on fixation probability with the muta-
tional models leads to the following six models: Uniform, Uniform+sel, 
HiC, HiC+sel, FG and FG+sel, with no fitting parameters for models 
without selection and a single fitting parameter for selection, where 
the additional parameter is penalized using BIC.

Model selection gave two major results (Fig. 3). First, among models  
of SCNA generation, a model that follows the chromosomal contact 
probability of the fractal globule (~1/L) significantly outperformed  
other models (Fig. 3). Second, because considering purifying selection 
helps fit the observed exponential decline in the number of SCNAs at 
longer distances (L > 20 Mb, Fig. 1b), every model was significantly 
improved when purifying selection was taken into account (P < 0.001 
by means of bootstrapping), suggesting that SCNAs experience puri-
fying selection. We note that the additional decline in the number of 
SCNAs at long distances could possibly be due to alternative chromatin- 
independent mechanisms that further disfavor the formation of 
exceptionally long SCNAs. Figure 3 presents log-likelihood ratios 
of the models (with and without purifying selection) with respect 
to the uniform model. If models are fit on a chromosome-by- 
chromosome basis (Supplementary Fig. 1), we observed that for long 
chromosomes, the FG model fit better than purifying selection alone. 
We also found that the best-fit parameter describing purifying selec-
tion is proportional to chromosome length (Supplementary Fig. 1a). 
As smaller values for the best-fit parameter correspond to stronger 
purifying selection, these two results suggest that short, gene-rich 
chromosomes may experience greater purifying selection. However, 
we note that purifying selection proportional to the genomic length 
of an SCNA fit the data better than purifying selection proportional to 
the number of genes affected by an SCNA (Supplementary Fig. 2).

SCNA landscape reflects chromatin structure in HiC
We next tested whether the position-specific structure of chromo-
somal contacts observed in experimental HiC data, and absent for 
the FG model, was evident in the SCNA landscape. The test was 
performed using permutation analysis (Fig. 4). Because both the 
probability of observing an SCNA with a given length and intrachromo-
somal contact probability in HiC depend strongly on distance L,  
we permuted SCNAs in a way that preserved this dependence but 
destroyed the remaining fine structure. This was achieved by ran-
domly reassigning SCNA starting locations within the same chro-
mosomal arm, while keeping their lengths fixed. We found that HiC 
fit the observed SCNAs much better than it fit permuted SCNAs  
(Fig. 4a, P < 0.001). Similar analysis within individual chromosomes 
shows that the fit was better for 17 of the 22 autosomal chromosomes, 
except for chromosomes 10, 11, 16, 18 and 19, and was significantly 
better (P < 0.01) for nine chromosomes 1, 2, 4, 5, 7, 8, 12, 15 and 22 

Figure 2 Heatmaps for chromosome 17 at  
1 Mb resolution. (a) SCNA heatmap. The 
heatmap value for site (i,j) is the number of 
SCNAs starting at genomic location i (vertical 
axis) and ending at location j (horizontal axis) 
on the same chromosome. Chromosome band 
structure from UCSC browser shown on the left 
side. (b) HiC heatmap. Site (i,j) has the number 
of reported interactions between genomic 
locations i and j at Mb resolution. HiC domain 
structure is shown on the left side. Domains 
were determined by thresholding the HiC 
eigenvector (as in ref. 2, white represents open 
domains, dark gray represents closed domains). 
(c) Permuted SCNA heatmap. As in a, but after randomly permuting SCNA locations while keeping SCNA lengths fixed. Visually, the true SCNA heatmap 
is similar to HiC (Pearson’s r = 0.55, P < 0.001, see Supplementary Table 1 for other chromosomes), displaying a ‘domain’ style organization. Cartoons 
above the heatmaps illustrate how mapped HiC fragments and SCNA end points can be converted into interactions between genomic locations i and j.  
Because our statistical analysis did not consider inter-arm SCNAs, SCNAs with end points near centromeres or telomeres, and SCNAs <1 Mb, these 
areas of the heatmaps are grayed out.
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Figure 3 Selecting a model of SCNA formation based on its consistency 
with the 24,310 observed SCNAs that do not span highly recurrent SCNA 
regions listed in reference 1. Each model (Uniform, HiC and FG) was 
considered without (−) and with (+) the influences of purifying selection. 
The HiC model assumes mutation rates proportional to experimentally 
measured contact probabilities, whereas the FG model assumes mutation 
rates proportional to mean contact probability in a fractal globule 
architecture (~1/L). Left y axis shows BIC-corrected log-likelihood ratio  
for each model versus the Uniform model. Right y axis shows the same 
data as a fold difference in likelihood per cancer specimen (sample) 
versus the Uniform model. Error bars were obtained by bootstrapping: 
squares represent the median values, bar ends represent the 5th and  
95th percentiles. 
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Mutational and Evolutionary 
Models of SCNA

•  Probability of observing SCNA starting at position “i” & ending at position “j”

–  µij  = mutation probability -  SCNA to occur in a single cell
–  π(L) = probability to have this mutations fixed in the population of cancer 

cells
–  L = i-j is the SCNA length

•  Mutation probability depends on the model of SCNA apparition:
–  Uniform model -  the two ends of the SCNA are selected randomly 
–  HiC model – the probability of SCNA depends on the probability of a 3D 

contact between the 2 points given the HiC data
–  FG model – the probability of SCNA depends on the probability of a 3D 

contact between the 2 points given the fractal globule model
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ONLINE METHODS
Constructing heatmaps. We generated SCNA heatmaps from data previously 
published1, in which researchers reported a total of 75,700 amplification and 
55,101 deletion events across 3,131 cancer specimens; reported events are 
those with inferred copy number changes > 0.1 or < −0.1, due to experimen-
tal limitations. We restricted our analysis to intra-arm SCNAs which do not 
start and/or end near telomeric or centromeric regions separated by more 
than one megabase bin, giving a set of 39,568 SCNAs (26,022 amplifications 
and 13,546 deletions). We note that SCNAs starting and/or ending in centro-
meres and/or telomeres (which include full-arm gain and/or loss) display a 
very different pattern of occurrence from other focal SCNAs, particularly in 
terms of their length distribution, which may indicate a different mutational 
mechanism. Requiring a separation of greater than one megabase bin is due 
to resolution limits of both SCNA and HiC data (Supplementary Fig. 8). 
SCNA matrices are constructed by counting the number of amplifications 
or deletions starting at Mb i and ending at Mb j of the same chromosomes. 
Similarly, HiC heatmaps were generated by counting the number of reported 
interactions2 between Mb i and j of the same chromosome in human cell 
line GM06690.

Mutational and evolutionary models of SCNA. To test the respective con-
tributions of mutational and selective forces on the distribution of SCNAs, we 
consider the probability of observing an SCNA that starts and ends at i and j 

P Lij ij ( )

as the product of the probability of a mutation, that is, an SCNA to occur in 
a single cell ij, and the probability to have this mutation fixed in the popula-
tion of cancer cells (L), where L = |i−j| is the SCNA length. The mutation 
probability ij depends on the model that describes the process leading to 
chromosomal alterations: (Uniform), two ends of an alteration are drawn 
randomly from the same chromosomal arm, giving ij constUniform ;  
(HiC), the probability of an alteration depends on the probability of a 3D 
contact between the ends as given by HiC data, ij ijPHiC HiC~ ; (FG), the prob-
ability of alteration depends upon the probability of 3D contact according to 
the fractal globule model, that is, on SCNA length L: ij L LFG FG ~ /1 . The 
probability of fixation depends on the fitness of a mutated cell as compared to 
nonmutated cells (see below). Each mutational model is considered by itself 
and in combination with purifying selection, giving six models: Uniform, 
HiC, FG, Uniform+sel, HiC+sel and FG+sel. For example, P Lij

FG FG( ), and 
P L Lij

selFG FG( ) ( ). The additional parameter describing selection is 
accounted for using BIC (described below).

We also examined a mutational model which combines the effects of 
chromosomal compartments as determined by HiC2 with the FG model 
(FG+domains). Domains are brought into our models by assuming different like-
lihoods of SCNA ends to be located active-active, active-inactive and inactive-
inactive domains (two independent parameters). This domain structure is then 
multiplied by the fractal globule contact probability, P L Dij ij

FG FGdomains
( ) ,  

where Dij = 1 if i and j are in different domains, Dij =  if i and j are both in an 
open domain, and Dij =  if i and j are both in a closed domain. We exclude 
chromosomes 4, 5 and 15 for the domain analysis, as these chromosomes have 
a poor correspondence between HiC domains (as determined in the original 
analysis of HiC2) and the HiC contact map.

Effects of selection on the probability of fixation. Two major selective forces 
act on SCNAs: positive selection on SCNAs that amplify an oncogene or 
delete a tumor suppressor, and purifying selection that acts on all altera-
tions. Purifying selection results from the deleterious effects of an SCNA 
that deletes or amplifies genes and regulatory regions of the genome that 
are not related to tumor progression. We assume that deleterious effect of 
an SCNA, and the resulting reduction in cell fitness F, is proportional to 
SCNA length: | F|  L.

The probability of fixation is calculated using the Moran process as a model 
of cancer evolution15,20: 

( ) /( )
/( )

,F F
F N

1 1 1
1 1 1

(1)(1)

(2)(2)

where F is a relative fitness difference (selection coefficient), N is the effec-
tive population size. For weakly deleterious mutations ( F < 0,N| F| >> 1, 
| F| << 1) 

( )
exp

F F
FN1

Note that for sufficiently deleterious mutations this leads to an exponentially 
suppressed probability of fixation: ( F)  exp ( FN) ( F < 0), a useful 
intuitive notion. Assuming a deleterious effect linear in SCNA length,  
F = −L/ , we obtain the probability of fixation for purifying selection acting 

on an SCNA 

( )
exp /

L C L
L 1

where C is an arbitrary constant obtained from normalization of P(L), and  
 = /N is a fitting parameter that quantifies the strength of purifying selec-

tion. For gene-based purifying selection, L is simply replaced by the number 
of genes altered. Mutations that are selectively neutral have no length depend-
ence, so (L) = C, and thus Pij ~ ij.

Controlling for positive selection. Positive selection acting on cancer-
 associated genes (e.g., oncogenes and tumor suppressors) presents a possible 
confounding factor to our analysis. To establish that our results were robust 
to positive selection acting on cancer-associated genes, we analyzed the subset 
of the 39,568 SCNAs (26,022 amplifications and 13,546 deletions) that do not 
span highly recurrent SCNA regions identified by GISTIC (genomic identifi-
cation of significant targets in cancer) with a false-discovery rate q-value for 
alteration of <0.25 as listed in reference 1, a collection of 24,310 SCNAs (16,521 
amplifications and 7,789 deletions, respectively 63% and 58% of the full set). 
After SCNAs spanning highly recurrent regions are removed, permutations 
are performed under the constraint that permuted SCNAs do not cross any 
of the highly recurrent regions. Positive selection can also be somewhat con-
trolled for by setting a threshold on the inferred change in copy number, to 
filter SCNAs that may have experienced strong positive selection in individual 
cancers. We note that our findings are robust to the subset of chosen SCNAs, 
most likely because there are many fewer driver SCNAs than passenger SCNAs 
(Supplementary Fig. 9).

Model selection using Poisson log-likelihood, Bayesian information criterion. 
As the occurrence of a particular SCNA starting at i and ending at j is a rare event, 
we evaluate the relative ability of a model to predict the observed distribution of 
SCNAs by calculating the Poisson log-likelihood of the data given the model: 

log ( | ) log
exp( )( )

( )
L

P P
SCNA

ij ij
SCNA

ij

ij
SCNA Model

Model Model

!!

log( )

( )

( )

i j

ij iji j ijP SCNA P c

1

1
Model Model oonst.

where PijModel is dictated by the model as explained above, and SCNAij is the 
number of SCNAs that start and end at i and j. Because recurrent regions of 
amplification and deletion are different, we calculate the log-likelihood sepa-
rately for amplifications and deletions, and then aggregate across these two 
classes of SCNAs. After the log-likelihood is calculated, models are ranked 
and model selection is performed using Bayesian Information Criterion (BIC). 
BIC penalizes models based upon their complexity, namely their number of 
parameters. Penalizing k additional parameters for n observed SCNAs using 
Bayesian Information Criterion (BIC) is straightforward: 

BIC L k nlog ( | ) log( )SCNA Model 1
2

where models with higher BIC are preferred27. For the permutation analysis, 
log-likelihood is calculated in the same way, first for the observed SCNAs, and 
then for permuted sets of SCNAs.

(3)(3)

(4)(4)

(6)(6)

(7)(7)

27. Schwarz, G. Estimating the dimension of a model. Ann. Stat. 6, 461–464 
(1978).
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We also took into account possible deleterious effects of SCNAs 
due to purifying selection, which can lead to a reduced probability of 
fixation (Online Methods, equation (1)). Deleterious effects of SCNAs 
on cellular fitness may arise from the disruption of genes or regulatory  
regions; as such, we expect longer SCNAs to be more deleterious.  
A relationship between SCNA length and its deleterious effect on cellular  
fitness is supported by the observation that whole-arm SCNAs are less 
likely in longer chromosomal arms1, as well as an observation of line-
arly decreasing bacterial growth rate with longer amplifications19. If we 
assume that the deleterious effect of an SCNA increases linearly with 
its length L and consider the somatic evolution of cancer as a Moran 
process15,20, we find that the probability of fixation decays roughly 
exponentially with length at a rate that reflects the strength of purify-
ing selection (Online Methods, equation (4) and Fig. 1b). Combining 
the effects of purifying selection on fixation probability with the muta-
tional models leads to the following six models: Uniform, Uniform+sel, 
HiC, HiC+sel, FG and FG+sel, with no fitting parameters for models 
without selection and a single fitting parameter for selection, where 
the additional parameter is penalized using BIC.

Model selection gave two major results (Fig. 3). First, among models  
of SCNA generation, a model that follows the chromosomal contact 
probability of the fractal globule (~1/L) significantly outperformed  
other models (Fig. 3). Second, because considering purifying selection 
helps fit the observed exponential decline in the number of SCNAs at 
longer distances (L > 20 Mb, Fig. 1b), every model was significantly 
improved when purifying selection was taken into account (P < 0.001 
by means of bootstrapping), suggesting that SCNAs experience puri-
fying selection. We note that the additional decline in the number of 
SCNAs at long distances could possibly be due to alternative chromatin- 
independent mechanisms that further disfavor the formation of 
exceptionally long SCNAs. Figure 3 presents log-likelihood ratios 
of the models (with and without purifying selection) with respect 
to the uniform model. If models are fit on a chromosome-by- 
chromosome basis (Supplementary Fig. 1), we observed that for long 
chromosomes, the FG model fit better than purifying selection alone. 
We also found that the best-fit parameter describing purifying selec-
tion is proportional to chromosome length (Supplementary Fig. 1a). 
As smaller values for the best-fit parameter correspond to stronger 
purifying selection, these two results suggest that short, gene-rich 
chromosomes may experience greater purifying selection. However, 
we note that purifying selection proportional to the genomic length 
of an SCNA fit the data better than purifying selection proportional to 
the number of genes affected by an SCNA (Supplementary Fig. 2).

SCNA landscape reflects chromatin structure in HiC
We next tested whether the position-specific structure of chromo-
somal contacts observed in experimental HiC data, and absent for 
the FG model, was evident in the SCNA landscape. The test was 
performed using permutation analysis (Fig. 4). Because both the 
probability of observing an SCNA with a given length and intrachromo-
somal contact probability in HiC depend strongly on distance L,  
we permuted SCNAs in a way that preserved this dependence but 
destroyed the remaining fine structure. This was achieved by ran-
domly reassigning SCNA starting locations within the same chro-
mosomal arm, while keeping their lengths fixed. We found that HiC 
fit the observed SCNAs much better than it fit permuted SCNAs  
(Fig. 4a, P < 0.001). Similar analysis within individual chromosomes 
shows that the fit was better for 17 of the 22 autosomal chromosomes, 
except for chromosomes 10, 11, 16, 18 and 19, and was significantly 
better (P < 0.01) for nine chromosomes 1, 2, 4, 5, 7, 8, 12, 15 and 22 

Figure 2 Heatmaps for chromosome 17 at  
1 Mb resolution. (a) SCNA heatmap. The 
heatmap value for site (i,j) is the number of 
SCNAs starting at genomic location i (vertical 
axis) and ending at location j (horizontal axis) 
on the same chromosome. Chromosome band 
structure from UCSC browser shown on the left 
side. (b) HiC heatmap. Site (i,j) has the number 
of reported interactions between genomic 
locations i and j at Mb resolution. HiC domain 
structure is shown on the left side. Domains 
were determined by thresholding the HiC 
eigenvector (as in ref. 2, white represents open 
domains, dark gray represents closed domains). 
(c) Permuted SCNA heatmap. As in a, but after randomly permuting SCNA locations while keeping SCNA lengths fixed. Visually, the true SCNA heatmap 
is similar to HiC (Pearson’s r = 0.55, P < 0.001, see Supplementary Table 1 for other chromosomes), displaying a ‘domain’ style organization. Cartoons 
above the heatmaps illustrate how mapped HiC fragments and SCNA end points can be converted into interactions between genomic locations i and j.  
Because our statistical analysis did not consider inter-arm SCNAs, SCNAs with end points near centromeres or telomeres, and SCNAs <1 Mb, these 
areas of the heatmaps are grayed out.
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Figure 3 Selecting a model of SCNA formation based on its consistency 
with the 24,310 observed SCNAs that do not span highly recurrent SCNA 
regions listed in reference 1. Each model (Uniform, HiC and FG) was 
considered without (−) and with (+) the influences of purifying selection. 
The HiC model assumes mutation rates proportional to experimentally 
measured contact probabilities, whereas the FG model assumes mutation 
rates proportional to mean contact probability in a fractal globule 
architecture (~1/L). Left y axis shows BIC-corrected log-likelihood ratio  
for each model versus the Uniform model. Right y axis shows the same 
data as a fold difference in likelihood per cancer specimen (sample) 
versus the Uniform model. Error bars were obtained by bootstrapping: 
squares represent the median values, bar ends represent the 5th and  
95th percentiles. 
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Chromosome  Chromosome 

Chromosome 

•  For long chromosomes FG is beaer then purifying selecYon alone 
•   Short gene‐rich chromosomes are subjected to stronger purifying selecYon, 

•  BUT: purifying selec/on alone is more depends stronger than SCNA 
length rather than the number of gene affected by SCNA !! 

3 

B: Gene-Based Purifying Selection & Cancer Associated Genes 

  

Figure S2. For each model, BIC-corrected log-likelihood for the set of non-recurrent SCNAs is shown. 

Comparison of gene-based purifying selection (triangles) with length-based purifying selection (squares). 

Each model is considered with and without purifying selection. Thus HiC  w/o (-) purifying selection is 

the same for gene-based or length-based purifying selection. Y-axis shows log-likelihood Ratios for 

SCNA data vs. Uniform. Across model types, the best-fit parameter for length-dependent purifying 

selection fits the data better than purifying selection acting on the number of genes affected by a SCNA. 

Error bars obtained via bootstrapping: symbol represents the median, bar ends represent the 5th and 95th 

percentiles. 

 
 

Figure S3:  Permutation tests for amplifications and deletions.  

A: distribution of log-likelihood ratios for randomly permuted SCNAs given HiC vs. observed SCNAs 

across all chromosomes, separated into results for the 16,521 amplifications (top) and 7,789 deletions 

(bottom). Observed amplifications fit better by HiC contact probability with p<.05, observed deletions are 

fit better with p<.001.  

B: Distributions of same log-likelihood ratios for individual chromosomes (22 autosomes) vs. observed 

SCNAs (blue line). Squares represent median values, error bars respective represent the range from 5th to 

25th percentile and 75th to 95th percentile. On average, the probability of the observed deletions given 

HiC is higher than permuted deletions for each chromosome except chromosome 11. 

Nature Biotechnology: doi:10.1038/nbt.2049
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(Fig. 4b). Although the observed amplification and deletions each 
separately fit better on average than their permuted counterparts 
(Supplementary Fig. 3), deletions fit considerably better than ampli-
fications (P < 0.001 versus P < 0.05).

Finally, we examined the possible influence of chromosomal com-
partments (domains, as previously determined2) on the landscape of 
SCNAs by fitting models where SCNA formation is favored if both 
ends are in the same type of domain. Maximizing the likelihood of this 
two-parameter FG+domains model demonstrated a marginal increase in 
the BIC-corrected likelihood above the FG model for deletions, and 
not for amplifications (Supplementary Figs. 4 and 5). The best-fitting 
domain strength parameter values favored small (10–20%) increases 
in the relative probability of intradomain SCNAs. Additionally, the 
best-fitting FG+domains model shows a smaller amount of position-
specific information than HiC, as determined by permutation tests 
(Supplementary Fig. 4).

DISCUSSION
Our genome-wide analysis of HiC measurements and cancer SCNA 
found multiple connections between higher-order genome architec-
ture and rearrangements in cancer. Using a likelihood-based BIC 
approach, we found that (i) the probability of a 3D contact between 
two loci based on the FG model explains the length distribution of 
SCNAs better than other mechanistic models or than a model of 
purifying selection alone; (ii) comparisons with permuted data dem-
onstrate the significant connection between megabase-level, posi-
tion-specific, 3D chromatin structure observed in HiC and SCNA; 
(iii) a multiplicative model favoring intradomain SCNAs provides 
little improvement beyond the FG model and has less position- 
specific information than HiC; (iv) SCNA data reflect mutational mech-
anisms and purifying selection, in addition to commonly considered  
positive selection.

These results argue strongly for the importance of 3D chromatin 
organization in the formation of chromosomal alterations. Although 
the distribution of SCNAs could conceivably depend on a compli-
cated mutation and selection landscape, which is merely correlated 
with 3D genomic structure, a direct explanation using 3D genomic 
contacts is more parsimonious. Along these lines, two recent experi-
mental studies of translocations suggest that physical proximity is 
among the key determinants of genomic rearrangements21,22.

Genomic architecture may vary with cancer cell type of origin and 
the specific chromatin states of these cells23,24, thus influencing the 

set of observed SCNAs in each cancer type; for example, rearrange-
ment breakpoints in prostate cancer were found to correlate with 
loci in specific chromatin states of prostate epithelial cells8. In fact, 
if HiC data matching the tumor cell-types of origin for the set of 
observed SCNAs become available, we may find that the cell type– 
specific experimental 3D contacts fit the observed distribution of 
SCNAs better than the fractal globule model. Despite this limita-
tion, when we perform a permutation analysis on SCNAs grouped by  
cancer lineage (epithelial, hematopoietic, sarcomas and neural), we 
still find that HiC fits the observed SCNAs significantly better than it 
fits permuted SCNAs and the fit is consistent across cancer lineages 
for deletions, but not for amplifications (Supplementary Fig. 6).

Differences between amplifications and deletions (Supplementary 
Figs. 3, 6 and 7) may reflect differences in the strength of selection 
and mechanisms of genomic alteration: conceivably a simple loss of 
a chromosomal loop could lead to a deletion, whereas amplifications 
may occur through more complicated processes17 and may require 
interactions with homologous and nonhomologous chromosomes 
that are not necessarily directly related to intrachromosomal spatial 
proximity during interphase.

Our results suggest that a comprehensive understanding of mutational 
and selective forces acting on the cancer genome, not limited to positive 
selection of cancer-associated genes, is important for explaining the 
observed distribution of SCNAs. Furthermore, comparing model good-
ness-of-fits for the distribution of SCNAs argues that purifying selection 
is a common phenomenon, and that many SCNAs in cancer may be 
mildly deleterious ‘passenger mutations’ (reviewed in refs. 25,26). We 
note that although we find evidence for both chromatin organization 
and purifying selection in the length distribution of SCNAs, in our best-
fitting model, 3D chromatin architecture explains a factor of ~100 in 
relative frequencies of SCNAs, whereas purifying selection contributes 
an additional factor of ~3 for long SCNAs (L > 20–100 Mb) and has  
little effect on the frequency of shorter SCNAs (L < 20 Mb). Presumably, 
mechanisms other than purifying selection could lead to additional sup-
pression of excessively long SCNAs. However, the observed exponen-
tial rollover in the number of SCNAs at long distances is unlikely to 
be caused by limitations arising from SCNA mapping, as whole-arm 
SCNAs are successfully detected at high frequencies.

The sensitivity and relevance of comparative genomic approaches to 
chromosome rearrangements can only increase as additional HiC-type 
data sets become available. Future studies will be able to address the 
importance of different 3D structures to the observed chromosomal 
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Figure 4 Permutation analysis of the relationship between SCNAs and megabase-level structure of HiC chromosomal interactions. (a) Histogram of  
log-likelihood ratios over all 22 autosomes for randomly permuted SCNAs given HiC versus observed SCNAs given HiC. Observed SCNAs (blue arrow)  
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(b) Distributions of the same log-likelihood ratios for individual chromosomes (versus their corresponding observed SCNA, blue horizontal line).  
Squares represent median values, error bars respective represent range from 5th to 25th percentile and 75th to 95th percentile.12 
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(Fig. 4b). Although the observed amplification and deletions each 
separately fit better on average than their permuted counterparts 
(Supplementary Fig. 3), deletions fit considerably better than ampli-
fications (P < 0.001 versus P < 0.05).

Finally, we examined the possible influence of chromosomal com-
partments (domains, as previously determined2) on the landscape of 
SCNAs by fitting models where SCNA formation is favored if both 
ends are in the same type of domain. Maximizing the likelihood of this 
two-parameter FG+domains model demonstrated a marginal increase in 
the BIC-corrected likelihood above the FG model for deletions, and 
not for amplifications (Supplementary Figs. 4 and 5). The best-fitting 
domain strength parameter values favored small (10–20%) increases 
in the relative probability of intradomain SCNAs. Additionally, the 
best-fitting FG+domains model shows a smaller amount of position-
specific information than HiC, as determined by permutation tests 
(Supplementary Fig. 4).

DISCUSSION
Our genome-wide analysis of HiC measurements and cancer SCNA 
found multiple connections between higher-order genome architec-
ture and rearrangements in cancer. Using a likelihood-based BIC 
approach, we found that (i) the probability of a 3D contact between 
two loci based on the FG model explains the length distribution of 
SCNAs better than other mechanistic models or than a model of 
purifying selection alone; (ii) comparisons with permuted data dem-
onstrate the significant connection between megabase-level, posi-
tion-specific, 3D chromatin structure observed in HiC and SCNA; 
(iii) a multiplicative model favoring intradomain SCNAs provides 
little improvement beyond the FG model and has less position- 
specific information than HiC; (iv) SCNA data reflect mutational mech-
anisms and purifying selection, in addition to commonly considered  
positive selection.

These results argue strongly for the importance of 3D chromatin 
organization in the formation of chromosomal alterations. Although 
the distribution of SCNAs could conceivably depend on a compli-
cated mutation and selection landscape, which is merely correlated 
with 3D genomic structure, a direct explanation using 3D genomic 
contacts is more parsimonious. Along these lines, two recent experi-
mental studies of translocations suggest that physical proximity is 
among the key determinants of genomic rearrangements21,22.

Genomic architecture may vary with cancer cell type of origin and 
the specific chromatin states of these cells23,24, thus influencing the 

set of observed SCNAs in each cancer type; for example, rearrange-
ment breakpoints in prostate cancer were found to correlate with 
loci in specific chromatin states of prostate epithelial cells8. In fact, 
if HiC data matching the tumor cell-types of origin for the set of 
observed SCNAs become available, we may find that the cell type– 
specific experimental 3D contacts fit the observed distribution of 
SCNAs better than the fractal globule model. Despite this limita-
tion, when we perform a permutation analysis on SCNAs grouped by  
cancer lineage (epithelial, hematopoietic, sarcomas and neural), we 
still find that HiC fits the observed SCNAs significantly better than it 
fits permuted SCNAs and the fit is consistent across cancer lineages 
for deletions, but not for amplifications (Supplementary Fig. 6).

Differences between amplifications and deletions (Supplementary 
Figs. 3, 6 and 7) may reflect differences in the strength of selection 
and mechanisms of genomic alteration: conceivably a simple loss of 
a chromosomal loop could lead to a deletion, whereas amplifications 
may occur through more complicated processes17 and may require 
interactions with homologous and nonhomologous chromosomes 
that are not necessarily directly related to intrachromosomal spatial 
proximity during interphase.

Our results suggest that a comprehensive understanding of mutational 
and selective forces acting on the cancer genome, not limited to positive 
selection of cancer-associated genes, is important for explaining the 
observed distribution of SCNAs. Furthermore, comparing model good-
ness-of-fits for the distribution of SCNAs argues that purifying selection 
is a common phenomenon, and that many SCNAs in cancer may be 
mildly deleterious ‘passenger mutations’ (reviewed in refs. 25,26). We 
note that although we find evidence for both chromatin organization 
and purifying selection in the length distribution of SCNAs, in our best-
fitting model, 3D chromatin architecture explains a factor of ~100 in 
relative frequencies of SCNAs, whereas purifying selection contributes 
an additional factor of ~3 for long SCNAs (L > 20–100 Mb) and has  
little effect on the frequency of shorter SCNAs (L < 20 Mb). Presumably, 
mechanisms other than purifying selection could lead to additional sup-
pression of excessively long SCNAs. However, the observed exponen-
tial rollover in the number of SCNAs at long distances is unlikely to 
be caused by limitations arising from SCNA mapping, as whole-arm 
SCNAs are successfully detected at high frequencies.

The sensitivity and relevance of comparative genomic approaches to 
chromosome rearrangements can only increase as additional HiC-type 
data sets become available. Future studies will be able to address the 
importance of different 3D structures to the observed chromosomal 
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Figure 4 Permutation analysis of the relationship between SCNAs and megabase-level structure of HiC chromosomal interactions. (a) Histogram of  
log-likelihood ratios over all 22 autosomes for randomly permuted SCNAs given HiC versus observed SCNAs given HiC. Observed SCNAs (blue arrow)  
are fit better by HiC contact probability (P < 0.001). Permutations are performed by shuffling SCNA locations while keeping SCNA lengths fixed.  
(b) Distributions of the same log-likelihood ratios for individual chromosomes (versus their corresponding observed SCNA, blue horizontal line).  
Squares represent median values, error bars respective represent range from 5th to 25th percentile and 75th to 95th percentile.

•  HiC fits beaer the SCNA data than the random selecYon 



  Amplifications    vs    Deletions

7 

E: Amplifications vs. Deletions 

 
 

Figure S7. Poisson Log-likelihood Ratios for SCNA data.  

A: Amplifications: model log-likelihood for 16,521 observed amplification SCNAs in the non-recurrent 

set vs. Uniform. B: Deletions: model log-likelihood for 7,789 observed deletion SCNAs  in the non-

recurrent set vs. Uniform. For both amplifications and deletions, The following six models are considered: 

Uniform, Uniform
+sel

, HiC, HiC
+sel

, FG, FG
+sel

. HiC model assumes mutation rates proportional to 

experimentally measured contact probabilities, while FG model assumes mutation rates proportional to 

contact probability in a fractal globule architecture (~1/L). Left y-axis presents BIC-corrected log-

likelihood ratio for each model vs. Uniform model. Each model was considered with (+) and without (-) 

purifying selection. Error bars were obtained via bootstrapping: square represents the median, bar ends 

represent the 5th and 95th percentiles. The FG model significantly outperforms other mutational models 

of SCNA formation for amplifications and deletions. However, Uniform
+sel 

does not outperform HiC for 

deletions and FG
+sel 

does not fit significantly better than FG for deletions.  We note that since there are 

more amplifications than deletions, the aggregate likelihood ratios vs. the Uniform model are greater for 

amplifications. The relatively poorer performance of HiC for amplifications may reflect additional 

selective or mutational pressures acting on amplifications vs. deletions. Variable mutation rates at the 

megabase-scale could obscure a relationship with megabase details of chromatin structure. 
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•  Differences in strength of selection on genomic alterations:
−  Loss of a loop could easily lead to a deletion
−  Amplifications occur through more complex processes (may require 

assistance form homologous or non-homologous chromosomes not  
related to intra-chromosomal spatial proximity during interphase)
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Permutation Analysis

3 

B: Gene-Based Purifying Selection & Cancer Associated Genes 

  

Figure S2. For each model, BIC-corrected log-likelihood for the set of non-recurrent SCNAs is shown. 

Comparison of gene-based purifying selection (triangles) with length-based purifying selection (squares). 

Each model is considered with and without purifying selection. Thus HiC  w/o (-) purifying selection is 

the same for gene-based or length-based purifying selection. Y-axis shows log-likelihood Ratios for 

SCNA data vs. Uniform. Across model types, the best-fit parameter for length-dependent purifying 

selection fits the data better than purifying selection acting on the number of genes affected by a SCNA. 

Error bars obtained via bootstrapping: symbol represents the median, bar ends represent the 5th and 95th 

percentiles. 

 
 

Figure S3:  Permutation tests for amplifications and deletions.  

A: distribution of log-likelihood ratios for randomly permuted SCNAs given HiC vs. observed SCNAs 

across all chromosomes, separated into results for the 16,521 amplifications (top) and 7,789 deletions 

(bottom). Observed amplifications fit better by HiC contact probability with p<.05, observed deletions are 

fit better with p<.001.  

B: Distributions of same log-likelihood ratios for individual chromosomes (22 autosomes) vs. observed 

SCNAs (blue line). Squares represent median values, error bars respective represent the range from 5th to 

25th percentile and 75th to 95th percentile. On average, the probability of the observed deletions given 

HiC is higher than permuted deletions for each chromosome except chromosome 11. 
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Permutation per Cell Type (Cancer 
Lineage)
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D: Permutations by cell-type (cancer lineage) 

 
Figure S6:  Permutation tests by cancer lineage (cell type of origin) 

Distribution of log-likelihood ratios for randomly permuted SCNAs given HiC vs. observed SCNAs 

across all chromosomes, for all SCNAs (top), amplifications (middle) and deletions (bottom). Cancers are 

separated into epithelial, heme, sarcoma, and neural lineages as indicated in Supplemental Figure 7 in 
1
. 

Deletions are significant across all cancer subtypes. 
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DeleYons are more significant in cancers than amplificaYons. 



Conclusions
•  The probability of a 3D contact between 2 loci based on FG model 

explains best the length distribution of SCNAs.
•  There is significant connection between megabase-level, position 

specific information, 3D chromatin structure observed in HiC and 
SCNA.



•  SCNA data reflect mutational mechanisms and purifying selection in 
addition to commonly considered positive selection.



•  Experimental evidence support physical proximity as a key factor of 
genomic rearrangements.



•  Cell type specific experimental 3D contacts (HiC) fit the observed 
distribution of SCNAs better than the fractal globule model.
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