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With the development of microarray and the more recent next-generation sequencing tech-

nologies, researchers in genomics have been able to conduct large-scale and high-throughput

experiments on the DNA level in order to investigate the abundance of different gene tran-

scripts in the cell, and also to identify structural variants in individual genomes. The

biological data from such experiments are usually signal intensities or sequence contents of

DNA fragments, which can be viewed as partially observed samples from a pool of com-

plete objects (e.g. short DNA fragments from a mixture of full-length transcript sequences).

What is more, these partial samples can be obtained via different technologies, each with

its own characteristic error rate, sampling bias and per-sample cost. This thesis describes

methods for integrated analysis of such samples in different problems, where computational

frameworks and solutions are established to quantitatively parameterize statistical models

and efficient algorithms are designed to estimate the variance of the method’s accuracy.

Both simulation and analytical methods are developed to find the optimal low-cost inte-

gration of different sampling techniques in each experiment design. The specific problems

being considered include 1) systematically selecting unlabeled DNA regions for validation

to train a predictive model, 2) integrated analysis of fragmented DNA sequences to estimate



the distribution of full-length gene transcripts, and 3) conducting efficient simulations to

model the local de novo assembly process in individual genome re-sequencing. A key aspect

of some of the above problems is establishing fast algorithms to compute a corresponding

Fisher information based measurement for performance estimation.
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Chapter 1

Introduction

Many machine learning and data mining studies focus on building and parameterizing

mathematical models explaining the samples that are obtained. Usually a model Model(Θ)

will be defined with parameters Θ, and the samples S will be used to find the Θ that

optimizes a certain objective function Obj(Model, S,Θ). In applications of these techniques

to bioinformatics problems, results of large-scale biological experiments are the samples, and

researcher attempt to build quantitative models based on these samples to answer questions

with biological importance. The type and number of samples that can be obtained are not

only limited by the capability of existing experimental (sampling) technologies, but also

affected by the experimental cost and budget. What is more, there are often multiple

sampling technologies generating similar type of experimental data, each with its own cost

and characteristics, and a researcher will need to decide which one to choose or even how

to carry out an experiment using a combination of such sampling techniques, in order to
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CHAPTER 1. INTRODUCTION 2

derive the most accurate answer from the resulting experimental data. One typical example

is in individual re-sequencing projects [45, 81, 79, 64, 6, 53, 2, 39, 17, 46, 50, 59, 60], where

there exist at least three major categories of sequencing methods:

• Long, expensive and slow: generates long sequencing reads (samples) of ∼ 800bp.

• Medium, cheaper, and high-throughput: generates medium-size samples of ∼ 250bp,

much cheaper.

• Short, cheapest and high-throughput: generates short samples of ∼ 30 − 50bp, ∼ 10

times cheaper than the medium sequencing technology.

The researchers will not only have to find a method that can infer an individual’s

diploid genome sequence (∼ 6 billion bases long) based on the reads (samples) generated

by these sequencing methods, but also need to design ahead of time a way to carry out the

experiment using all the sequencing technologies available with a relatively low budget (with

an infinite budget in time and money, the longer sequencing method will be a better choice,

since it can intrinsically distinguish different repetitive regions in the human genome, which

is one of the major causes of mis-assembly of the genome sequence).

Also, the samples obtained in such experiments are usually partial samples when com-

pared to the object being observed. The sequencing technologies mentioned above can only

extract the content of a DNA sequence fragment of limited length, and information from

individual reads will have to be combined in order to infer either the full DNA sequence of

an individual’s genome, or to estimate the composition of full-length transcript isoforms of

a certain gene of interest.

In this thesis, we focus on the integrated analysis of such partial samples obtained from
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different sampling techniques, and seek answers and insights to the following questions:

1. How to construct different Model(Θ)s and formulate Obj(Model, S,Θ)s for some im-

portant biological experiments, where S is a set of partial samples from different

sampling methods?

2. How to find Θ that optimizes Obj(Model, S,Θ)?

3. How to estimate the accuracy of our Θ estimation?

• Even in simulations where the true Θ is known, is there a more efficient way to

estimate the accuracy of our Θ estimation than the brute-force method?

4. Given a fixed total budget, how to find a low-cost integration of different sampling

methods to get the best outcome in estimating Θ?

In Chapter 2, we investigate a combination of two different partial sampling methods

on the genome, which contains an enormous number of small regions {r1, r2, · · · , rN}: one

is the tiling array technique, which generates measurements for the abundance of transcrip-

tional activity {X1, · · · , XN} for all the small regions; the other is experimental validation

of a selected set of consecutive regions {ri, · · · , rj}, which can accurately identify their corre-

sponding transcriptional activities {Yi, · · · , Yj}. The former technology is cheap and can be

performed in a high-throughput fashion, though its measurement contains an considerable

level of noise. The latter one is much more expensive and time-consuming, and is able to

provide very precise results. Usually a sequential data generation model Model(Y → X,Θ)

is built to infer the actual transcriptional activity Y based on the resulting measurements

X from the first technique, and the results {Yi1 , · · · , Yj1}, · · · , {YiM , · · · , YjM } from the
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second sampling technique on a selected set of DNA regions are used to refine the param-

eters Θ in the model to more accurately predict Y from X. Besides proposing an effective

Model(Y → X,Θ) and the corresponding supervised model training method, we are also

interested in how to optimally select the {ri1 , · · · , rj1}, · · · , {riM , · · · , rjM } as input to the

second sampling method to obtain a set of {Yi1 , · · · , Yj1}, · · · , {YiM , · · · , YjM } that can best

train the model. We consider these selected partial samples as “deterministic” since we can

decide ahead of time the exact position to sample from.

We thus present in Chapter 2 an efficient HMM framework which systematically in-

corporates validated biological knowledge into tiling array data analysis. This framework,

which consists of a MaxEntropy sample selection algorithm and HMM learning and decoding

approaches, is proposed based on HTPIO, an idealized definition of the tiling array analysis

problem. Empirical results of our methods in the framework on a simulated dataset, a tran-

scriptional dataset and a ChIP-chip dataset show that our framework effectively handles

large datasets, even with a relatively noisy training set. Our work differs from previous

studies in tiling array data analysis by specifically taking validated biological knowledge into

consideration and systematically incorporating it using an empirically tested MaxEntropy

sample selection scheme for optimal analysis. These features ensure the good performance

of our framework with even a relatively small gold standard training set, which has not been

specifically considered by previous methods. In this way our framework can consistently

analyze tiling array data across a number of experiments, and can process different types

of array data automatically, without the need to manually set additional parameters.

In Chapter 3, we discuss the problem of integrating different sequencing techniques to

quantify the relative abundance of different isoform transcripts, which can be generalized to

the problem of estimating the distribution based on partial samples from different sampling
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techniques. We first introduce a statistical framework to model the generative process of the

partial samples, using a “pluggable” function G to allow flexible incorporation of different

sampling characteristics, and then present the original problem as a maximum likelihood

estimation (MLE) problem, with an iterative solution based on expectation maximization,

which guarantees a local optimal answer. This provides a solution to the question of esti-

mating a distribution based on partial samples. The partial samples being considered here

are obviously “non-deterministic” since the sequencing process is in general random.

In order to further investigate the problem involving partial samples, we also introduce

in Chapter 3 a Fisher information matrix (FIM) based heuristic to estimate the variance

of the previously presented MLE solution. Also, in order to accelerate the computation

of this measurement, we introduce the concept of equivalent partial samples and develop

a fast algorithm, Algorithm 3, to accurately calculate FIM, achieving a speedup of ∼ 500

times compared to the brute-force method. Simulation results on both hypothetical and

real gene models also show that our FIM-based heuristic gives good approximation to the

value of Average
(
var(θ̂k)

)
, and accurately predicts the numeric order of this value under

different conditions. With this metric, we are also able to demonstrate examples of how

to efficiently find low-cost combinations of different sampling techniques to best estimate

the isoform compositions in RNA-seq experiments. Although we are only using individual

genes as examples, once we have good assumptions of expression levels of different genes,

this procedure can be generalized to all the genes for the low-cost design of actual whole

genome RNA-seq experiments.

In Chapter 4, we still focus on the partial samples from sequencing experiments, which

are used to perform individual genome re-sequencing. Recently, there has been great ex-

citement about the proliferation of new sequencing (sampling) technologies (e.g. medium
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and short read sequencing from companies such as 454 and SOLiD, and high-density oligo-

arrays from Affymetrix and NimbelGen), with even more expected to appear. The costs

and sensitivities of these technologies differ considerably from each other. As an important

goal of personal genomics is to reduce the cost of re-sequencing to an affordable point, it

is worthwhile to consider optimally integrating these sequencing technologies. Here, we

build a simulation toolbox that will help us optimally combine different technologies for

genome re-sequencing, especially in reconstructing large structural variants (SVs). SV re-

construction is considered the most challenging step in human genome re-sequencing. (It is

sometimes even harder than de novo assembly of small genomes because of the duplications

and repetitive sequences in the human genome.)

On one hand, the re-sequencing process is a complex procedure that can hardly be

accurately described in closed-form; on the other, executing real assembly algorithms on

large sets of reads will make large-scale simulation computationally intractable. To this

end, we formulate canonical problems that are representative of issues in reconstruction

and are of small enough scale to be computationally tractable and simulatable. Using semi-

realistic simulations, we show how we can combine different technologies to optimally solve

the assembly at low cost. With mapability maps, our simulations efficiently handle the

inhomogeneous repeat-containing structure of the human genome and the computational

complexity of practical assembly algorithms. They quantitatively show how combining

different read lengths is more cost-effective than using one length, how an optimal mixed

sequencing strategy for reconstructing large novel SVs usually also gives accurate detection

of SNPs/indels, how paired-end reads can improve reconstruction efficiency, and how adding

in arrays is more efficient than just sequencing for disentangling some complex SVs. Our

strategy should facilitate the sequencing of human genomes at maximum accuracy and low
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cost.

We conclude the thesis in Chapter 5 and point out potential future directions.



Part I

Optimal Utilization of

Deterministic Sampling Techniques
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Chapter 2

Optimal Deterministic Sampling in

A Supervised Hidden Markov

Model Framework

2.1 Introduction

2.1.1 Motivation

Tiling arrays are used to survey genomic transcriptional activity [8, 13, 37, 67, 71]

and transcription factor binding sites [9, 11, 33] at high resolution. The raw/preprocessed

data from tiling array experiments are first processed by certain analysis methods, which

produce a list of predicted genomic “active regions”. These are either transcriptionally

active regions (TARs)/transcribed fragments (transfrags) [8, 13, 36, 67] or transcription

9
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factor binding sites. Usually a subset of these regions is further studied by experimental

validation, which answers the question of whether these regions are actually active or not.

With the beginning of projects such as ENCODE [21], which aims to annotate the

genome sequence with the function of specific elements (e.g. whether they are regulatory

sites, exons or introns), the large scale tiling array experiments that are carried out present

a number of new challenges. One of these is how to build up an existing knowledge base

of validated biological information about genomic elements such as the location of exons

and introns or of transcription factor binding sites, and how to use this knowledge base in

combination with the tiling array data on a limited region of the genome to construct a

predictive model that we can extrapolate to the rest of the genome in order to best segment

it into functional elements.

We also have the related problem of how to grow this knowledge base of validated bio-

logical information systematically so as to do the extrapolation most efficiently. We envision

that it will not be possible to validate every single ChIP-chip experiment (which determines

the binding sites of transcription factors) result, or every single exon in the human genome

using RT-PCR (which can amplify and simultaneously quantify a targeted DNA molecule).

However, we can imagine that following the large scale tiling array experiments there will

be medium-scale validation experiments done on thousands of predicted binding sites and

gene structures to try to verify them. The question is: how should these binding sites and

gene structures for validation be picked? They could, of course, be selected in terms of

having the best scores, but one would like to pick them so as to derive a model that would

be best able to analyze the remainder of the data accurately.

Here we tackle both of these challenges by proposing a hidden Markov model (HMM)

[65] framework which integrates the existing validated biological knowledge about gene struc-
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tures and transcription factor binding sites, and then uses this encapsulated biological

knowledge to segment tiling array data. In particular, we also show how one can sys-

tematically pick un-annotated or unlabeled regions from the tiling array data for further

validation to grow the validated biological knowledge base of labeled examples in order to

get a maximally predictive model [19].

We do our analysis side by side on both transcriptional data and ChIP-chip binding

site data. We have two reasons for this. First of all, it shows the general utility of the

approach that we can apply the same formalism to tiling array data from both types of

experiments. Second, since data from the two different experiments have different levels of

validated biological knowledge, it allows us to see how our formalism performs in two areas

with different amounts of knowledge. Finally, because we can get a better handle of how

things work on the better studied transcriptional data, we can have great confidence that

we are applying a correct approach when segmenting the ChIP-chip data.

2.1.2 Previous work

In tiling array data analysis, the goal is to identify genomic active regions with high

signal intensities. This procedure can not be implemented in a näıve fashion, due to the

noise in the background and the possible low signal intensities in some active regions [30, 68].

Different statistical algorithms have been developed to process the tiling array data. Earlier

examples include pseudo-median threshold with maxgap/minrun [38], p-value cutoff with

maxgap/minrun [8], sliding-window PCA with MD [71], and variance stabilization [24].

More recently, several HMM approaches and HMM variants have been developed [34, 47,

52, 85, 41]. Flicek et al. (personal communication) have also applied an HMM to ChIP-chip

data resulting from tiling array signals characteristic of histone modifications.
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Some of these existing methods, such as maxgap/minrun [8, 36], involve parameters

that have to be decided manually. HMM approaches, formerly introduced in the field of

sequence analysis [20, 38, 42], have the advantage of not using any additional parameters

other than the model itself. [47] proposed the construction of a two-state HMM for ChIP-

chip data partially based on the results of Affymetrix SNP arrays [48]. [34], more recently,

proposed a more general Unbalanced Mixture Subtraction (UMS) approach to recover dif-

ferent emission distributions in a HMM from a mixture distribution. However, in some

cases, there may exist neither corresponding experimental results that can be utilized to

build the HMM, nor validated biological knowledge comprehensive enough for an unbiased

evaluation in the UMS analysis.

On the other hand, the use of partially validated knowledge about the array data,

such as gene annotation or experimental validation results on small genomic regions, has

not been specifically considered by existing methods; and there does not exist a systematic

framework to optimally obtain and utilize this kind of knowledge in tiling array analysis.

Such a framework will have the potential to better assist the analysis of tiling array data,

as the related validated knowledge becomes more abundant and accurate via experimental

validations.

2.1.3 Methodology

In this paper we propose a new supervised scoring framework based on HMM that will

consistently score different types of tiling array data by incorporating validated biological

knowledge. As our framework will be based on both transcriptional and regulatory data,

we can demonstrate its efficiency on the better described transcriptional data so that we

have greater confidence when applying it to the ChIP-chip data.
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An integral part of our strategy is developing a scheme to intelligently select sub-

regions for validation, in order to better build up gold standard sets to incorporate into our

statistical model. We investigate the performances of different sample selection schemes

described in section 2 on a simulated dataset in section 4, and propose to employ the

MaxEntropy scheme as a measure for sample selection: we want to select sub-regions that

have the highest entropies for experimental validation first, so as to effectively build up the

validated biological knowledge for our HMM approach.

After the sample sub-regions are selected and their corresponding state sequences are

obtained via further validation experiments or according to existing validated biological

knowledge, a frequency-based supervised learning algorithm is applied to build the HMM

and then the Viterbi algorithm is utilized to compute the most likely state sequence for the

whole sequence of array signals. Since current experimental validation data are insufficient

to apply our MaxEntropy sampling scheme, we also propose alternative methods for choosing

sample sub-regions. As described in section 3, for transcriptional tiling array experiments,

a four-state HMM can be constructed by learning from the sequences of probes which fall

into regions of the corresponding gene annotation. For ChIP-chip data, the knowledge of

gene annotation is again relevant to the identification of binding sites, because transcription

factor binding sites (TFBS) are usually considered to be enriched in upstream regions of

genes and unlikely to occur in inner regions of genes. By incorporating this knowledge, a

two-state HMM can be constructed for further analysis. Empirical results in section 4 show

that our methods effectively handle large datasets, even with relatively noisy training data.
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2.2 Methods

2.2.1 Idealized definitions of the problem

In this section we give two idealized definitions of the tiling-array analysis problem,

which will form the basis of our core algorithms on both sample sub-region selection and

HMM analysis based on the selected samples.

Definition 1 (Idealized HMM Tiling Problem (HTP)). An idealized HMM tiling problem

is a tuple 〈D,Csample, O〉, where D is the emission sequence corresponding to a hidden state

sequence S generated by an unknown HMM M , Csample is the constraint on how sample

sub-regions can be selected in D (e.g. the maximum length of each sample sub-sequence),

and O is a labeling oracle (an imaginary black box which is able to answer certain questions)

that can discover the corresponding hidden state sequence of any sample sub-region in D.

A solution to the problem first selects a set of sample sub-regions in D according to the

constraint Csample, asks the labeling oracle O about the corresponding state sequences of

these sample sub-regions, then efficiently computes a model M ′ for D and outputs the

corresponding state sequence S′ for D.

As shown in Figure 2.1A, S and D are generated by an HMM M , and correspond

to the biological state (for instance, transcribed or not transcribed) sequence and signal

intensity sequence of the probes in the array, preferably after necessary preprocessing such

as normalization. The length of the sequence, L, corresponds to the size of the tiling array.

The solution to the problem, which is also the framework we propose, first selects m sample

sub-regions {U1, U2, ..., Um} in D according to the sampling constraint Csample, and passes

them to the labeling oracle O, which corresponds to an experimenter who refers to validated
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Figure 2.1. Idealized HMM tiling-array analysis problem. (A) Idealized HMM tiling problem.
(B) Sampling constraints and corresponding strategies.
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biological knowledge (existing annotation, validation experiments, etc.) and then discovers

the hidden state (label) sequences {V1, V2, ..., Vm} for these small subsets of neighboring

probes in the array. These sub-sequences of Uis and Vis form the samples/training set of

our analysis methods. A model M ′ is then learned based on this training set, and processed

by a decoding algorithm on D, which outputs the predicted corresponding state sequence

S′ for D.

The sampling constraint Csample corresponds to the possible limitations in selecting

sample sub-regions in real tiling array problems. As shown in Figure 2.1B, when experimen-

tal validations can be done on any set of genomic sub-regions, there will be no constraint on

sampling at all and Csample will be equal to null/empty. In the other extreme, if no further

validation experiments can be done and the only available validated knowledge is the gene

annotation related to the transcriptional tiling experiment, Csample will only allow those

sub-regions inside the gene annotation to be selected (otherwise the labeling oracle will fail

to label all the sample sub-regions). One can imagine intermediate situations between these

extremes.

HTP differs from the real problem of tiling array data analysis in two main aspects.

On one hand, the actual state sequence S of the array data is not necessarily generated by

a certain HMM. Such an HMM assumption is stated in HTP not only because that it is

a reasonable approximation to the real problem, whose data fits the sequential nature of

a HMM, but also because it is necessary for further performance analysis of the solutions

to this problem. On the other hand, the labeling oracle O (e.g. experimental validation)

in real problems is not always perfect and can make mistakes, from which we can give a

generalization of HTP in the following definition:

Definition 2 (Idealized HMM Tiling Problem with an Imperfect Oracle (HTPIO)). An
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idealized HMM tiling problem with an imperfect labeling oracle is a tuple 〈D,Csample, OI〉,

which has the same definition as HTP, except that the labeling oracle OI is not perfect

and may make mistakes when discovering the underlying state sequences {V1, V2, ..., Vm}

for sample sub-sequences {U1, U2, ..., Um}. Obviously, HTPIO is a generalization of HTP.

Here we also define an intuitive metric for the solution S′ to both problems:

Definition 3. Error rate of a solution S′ for HTPIO (Error(S′, S)).

Error(S′, S) =
Difference(S′, S)

L
(2.1)

where the difference of two state sequences is computed as the number of corresponding

elements that do not agree with each other, and S′ and S are of the same length L.

The smaller the error rate, the better is the solution. However, in real problems it is

hard to apply this metric, since the actual hidden sequence is unknown. This definition

only serves as a performance measurement in section 4 about results on simulated datasets.

Other possible performance measures for real experimental datasets are also discussed in

section 4.

A similar problem to HTPIO has been studied by [1] in the context of Probabilistic

Automata (PA). Our work differs from theirs in several aspects. First of all, we investigate

the problem of sample sub-region selection whereas they do not. Second, we take errors in

the labeling oracle into consideration. Third, we introduce a more intuitive measurement of

error, compared to the Kullback-Leibler divergence of different PAs in their paper. Last but

not least, we seek a time-efficient solution, whereas their work focuses on obtaining sample

complexity bounds for learning the model while ignoring computational efficiency.
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As described above, HTPIO asks for efficient solutions to two different kinds of sub-

problems simultaneously: finding an effective sub-region sampling scheme and finding a good

approximation of S. These two solutions form our HMM framework, which systematically

incorporates validated knowledge into tiling array data analysis. In the following two sub-

sections, we present efficient solutions to both sub-problems separately.

2.2.2 Selection of sample sub-regions

When deciding which sample sub-regions in D should be selected as inputs to the

labeling oracle, we investigate a set of sample selection schemes besides random selection.

To simplify discussion, we assume that Csample is equal to null/empty and that we are

selecting m non-overlapping sample sub-sequences {U1, U2, ..., Um}, each of length k.

Some of these sampling schemes employ entropy as a measure. The first one of these,

MaxEntropy, selects m non-overlapping sub-regions with the highest entropies. The sec-

ond one, UnbiasedEntropy, divides all the sub-regions into m groups according to their

entropy values, and randomly selects one sub-region out of each group. The third one,

MaxMinEntropy, selects m/2 sub-regions with the highest entropies and m/2 sub-regions

with the lowest entropies. MaxEntropy tends to pick up those sub-regions that contain both

active and inactive probes in the same region (e.g. the transcribed gene regions in transcrip-

tional tiling arrays), while the other two methods will pick up totally inactive sub-regions

as well.

Another sampling scheme, LeastKL, employs a well-known measure in information

theory called “Kullback-Leibler divergence” [43], between D of length L and its sub-sequence

Ui of length k.
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Definition 4 (Kullback-Leibler Divergence (K-L divergence)). Let D and Ui be probability

distributions over a countable domain Z. The Kullback-Leibler Divergence of D with respect

to Ui, dKL(D,Ui) is defined as follows:

dKL(D,Ui) =
∑
z∈Z

PD(z) log2

PD(z)
PUi(z)

(2.2)

By convention we let 0 log 0 = 0, and 0/0 = 1.

Normally we think the smaller dKL(D,Ui), the more similar Ui is to D in terms of their

probability distributions over Z. When selecting sample sub-sequences for HTPIO using

LeastKL, we want to select m sub-sequences Ui with the smallest dKL(D,Ui) values. The

underlying idea is to obtain information from those most representative regions for future

learning algorithms.

For tiling array data, D is usually a sequence of uncountable real numbers, so the

elements in D need to be discretized to integers (either by direct rounding, or rounding after

log transformation, depending on the nature of the data), which requires O(L) operations.

When m, k are constants and m, k << L, an approximate result of the m non-overlapping

sub-sequences can be obtained in O(L) for all these schemes.

Empirical results in section 4 show that when the labeling oracle is perfect, the Max-

Entropy and LeastKL sample selection algorithm are superior to other schemes; when the

oracle makes relatively small mistakes, MaxEntropy always outperforms other schemes.
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2.2.3 An efficient HMM approach for HTPIO

After the sample sub-sequences and their corresponding state sequences have been

obtained, a frequency-based supervised learning algorithm is applied to build the HMM

and then a Viterbi algorithm [65, 78] is utilized to compute the most likely state sequence

S′ for the whole sequence D, which is an approximate answer to HTPIO. The forward-

backward algorithm [65] can also be used to generate detailed scores for each element in D,

although it will be more time consuming than the Viterbi algorithm.

The supervised learning algorithm takes as input the sample sub-sequences {U1, U2, ..., Um}

and corresponding state sequences {V1, V2, ..., Vm}, each of length k, and outputs the fol-

lowing matrices:

Aij =

∑
V ∈{V1,V2,...,Vm} ξ

S
V (i, j)∑

V ∈{V1,V2,...,Vm} γ
S
V (i)

(2.3)

Bik =

∑
(V,U)∈{(V1,U1),(V2,U2),...,(Vm,Um)} ξ

O
V,U (i, k)∑

V ∈{V1,V2,...,Vm} γ
S
V (i)

(2.4)

where ξSV (i, j) is the number of transitions from state i to j in state sequence V , γSV (i) is

the number of occurrences of state i in V , ξOV,U (i, k) is the number of times state i in V

emits k in U . We can then build a discrete HMM with A as the transition matrix, and

B as the emission matrix. We set the initial state distribution of the HMM to uniform to

avoid biased estimation for this parameter. As long as the initial state distribution is set

to a reasonable distribution, it should not have a great impact on the final result when L

is sufficiently large. When the sample size is relatively small, the discrete emission matrix

B may be ill-formed if estimated directly, in which case we build a continuous HMM and
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use kernel density estimation [55] to construct smoother emission distributions for different

states: if x1, x2, ..., xN are the observed emissions for a certain state, then its corresponding

emission distribution is computed as P (x) = 1
N

∑N
i=1W (x− xi), where in this case W is a

Gaussian function with mean 0 and predefined variance σ2.

The supervised learning algorithm runs in O(mk) time, and the Viterbi algorithm

requires O(n2L) time, where n is the number of states (which is 2 or 4 in examples in

section 3) in the HMM and L is the length of D. Since mk < L, the total time cost of our

solution (sampling, learning, and decoding) to HTPIO is thus O(n2L), which is comparable

to most of the existing tiling array analysis methods. Results in section 4 show that our

methods handle large datasets effectively.

2.3 Implementations

In this section, we will show that even though at present there may exist too little

experimentally validated data to be incorporated in our HMM approach described above,

other kinds of validated knowledge such as gene annotation already provide a good basis

for our methods in both transcriptional and ChIP-chip data analysis.

2.3.1 Incorporating gene annotation in transcriptional data analysis

In transcriptional tiling array experiments, TARs or transfrags form the subject of

interest. Here the gene annotation of the organism under study is obviously the validated

biological knowledge we should consider incorporating into our HMM approach.

Despite its inaccuracy, the knowledge of gene annotation usually involves a large
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Figure 2.2. HMM structures for transcriptional and CHIP-chip data. (A) Four-state HMM
structure for transcriptional data. The four states in the HMM are TAR and NONTAR states,
and two corresponding transition states. The corresponding sequence starts from each state
with equal probabilities. The reason for the existence of non-zero transition probabilities
between states 2 and 3 is that neighboring probes in a tiling array may overlap with each
other. (B) Two-state HMM structure for ChIP-chip data, which contains a TFBS state 0 and a
non-TFBS state 1.
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amount of information. This allows the construction of a four-state HMM instead of a

two-state HMM. The structure of the HMM is illustrated in Figure 2.2A. Each probe in the

tiling array can be in one of the four HMM states (TAR, NONTAR, and two other inter-

mediate transition states), emitting the assigned intensity/score. As shown in Figure 2.1B,

the parameters of the HMM can be estimated by learning from both positive and nega-

tive samples in the sequences of probes which fall into regions with known transcription

characteristics, in this case, the knowledge of corresponding gene annotation.

What is more, the choice of annotated genes as the training set conforms to our Max-

Entropy sample selection scheme, since these regions usually contain both high and low

signals, thus having relatively high entropy values.

2.3.2 Incorporating gene annotation in ChIP-chip data analysis

For ChIP-chip data, we should first identify the possible knowledge to incorporate into

our HMM approach, since this is not as obvious as for transcriptional data, where gene

annotation is an intuitive choice. One option is the dataset of those experimentally verified

regions, which at present is usually limited in size and cannot form a valid training set for

HMM construction. On the other hand, the knowledge of gene annotations is somewhat

related to the identification of binding sites, since transcription factor binding sites (TFBS)

are usually considered to be enriched in upstream regions of genes, and unlikely to occur

in inner regions of genes. By incorporating this knowledge, a two-state HMM can be

constructed in the following way:

As shown in Figure 2.2B, the HMM contains a TFBS state 0 and a non-TFBS state

1. The overall emission distribution h(t) is computed based on the ChIP-chip data. As
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shown in Figure 2.1B, the emission distribution of the non-TFBS state, g(t), according to

the above discussion, can be estimated based on the knowledge of inner regions in genes.

The emission distribution of the TFBS state, f(t), can then be obtained by subtracting

g(t) from h(t), using canonical FDR procedures. The transition parameters of the HMM

can be estimated based on empirical knowledge. Actually, if f(t) and g(t) are significantly

different from each other, a small variance in transition parameters should not affect the

result of the HMM approach very much.

However, the HMM constructed in this way may not be as effective as in the case of

transcriptional data, since the knowledge involved in the construction does not relate to the

TFBS very closely. Further scoring on the initial analysis results can be done by computing

the posterior probabilities P (Si = k|D) for the predicted states on probes, where Si is the

state of the ith probe, k is the predicted state, and D is the emitted sequences of the probes

involved. These scores indicate the confidence in every single prediction and can be used to

refine the prediction results obtained by HMM analysis. The identified active probes can

then be ranked according to the overall confidence levels in their regions and a threshold

confidence level may either be set manually or be learned automatically to refine the original

results.

2.3.3 Incorporating other validated knowledge in tiling array data anal-

ysis

Since our HMM framework defined in section 2 provides a general interface for incor-

porating validated knowledge about the dataset in question, virtually any such knowledge

can be used by this approach. For example, our framework can take the data from a tiling

array experiment, and select a medium-sized set of sub-regions by using some appropriate
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analysis method (e.g. the MaxEntropy sampling scheme in section 2.2). These sub-regions

can be further studied by experimental validation, which identifies the underlying state (e.g.

transcribed or not, in a transcriptional tiling array experiment) of every single probe inside

these sub-regions. These outcomes form a well-established training set and can then be

incorporated into our HMM approach in the framework, which will lead to more accurate

analysis results than that obtained using only information from the array data. Since all

these can be done systematically within our framework, it actually provides a way to con-

sistently analyze tiling array data across a number of experiments and also across different

types of experiments.

2.4 Results

2.4.1 Performance measurement

We use Error(S′, S) defined in section 2.1 as an intuitive measure to analyze the results

on a simulated dataset, where we have access to the actual hidden state sequence S. We

also investigate some key issues in our HMM approach, including sample selection, size of

the training set, and error in the training data.

When we analyze the results on real experimental data, it is hard to get a good estima-

tion of S, which makes it difficult to compute the overall error rate. One the other hand, for

a rigorous performance evaluation like cross-validation, a gold-standard dataset with exact

information is required. Unfortunately, in many cases no such dataset exists, especially over

large genomic regions. In the absence of such a gold standard, we evaluate the performance

of different methods by comparing their results against the imperfect training set used in
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the approach, and also against previous segmentation results of other non-HMM methods

on the same dataset. Furthermore, we investigate how the size and noise of the training set

affects the performance of our HMM approach.

2.4.2 Results on simulated dataset

A simulation on our framework of the solution to HTPIO proposed in section 2 was

done to investigate its performance. We performed ∼ 17000 trials, each of which solved a

randomly generated HTPIO of 〈D,Csample, OI〉, where the length L of D is 1M, constraint

Csample specifies that m = 2i (i = 1, 2, ..., 8) sub-regions, each of length k = 50, should

be selected as samples, and OI makes mistakes randomly with probability e = 0, 0.05, 0.1;

Error(S′, S) was computed in each trial for different sample selection schemes described

in section 2.2. The results in Figure 2.3 confirm that MaxEntropy and K-L divergence

based sample selections are superior to other selection schemes when the labeling oracle

OI is perfect. When OI makes mistakes with a relatively low probability, MaxEntropy

outperforms all other sampling schemes. We also observe that as the sample size mk

increases, the overall performances of all methods improve, and become stable when the

sample size is larger than ∼ 13K. This observation leads to a hypothesis that an intelligently

selected medium-sized training set is sufficient for our HMM approach on real experimental

datasets, which is supported by the results in section 4.3 as well.

2.4.3 Results on transcriptional dataset

We tested our method on a transcriptional tiling array dataset which has 25mer oligonu-

cleotide probes tiled approximately every 21bp covering all the non-repetitive DNA sequence
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Figure 2.3. Results on simulated dataset. “Error in Oracle" is the probability with which OI

makes mistakes. (A) Mean of the prediction error rates. (B) Standard deviation of prediction
error rates.
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Figure 2.3 (continued)
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of the ENCODE regions (∼ 30Mbases) [21]. This dataset is sufficiently large for our per-

formance test, and the corresponding prediction result of a minrun/maxgap method [8] is

available as well, which provides a good estimation of the TARs.

We formed the training set (∼ 7.5Mb) from the normalized dataset by using the method

in section 3.1 with the RefSeq annotation [63]. In order to investigate the performances of

our methods with different-sized training sets, we also randomly selected a certain portion

of the whole training set, and then built a basic discrete four-state HMM (Figure 2.2A)

and a continuous HMM (by using kernel density estimation) based on that portion. The

portions we selected were 1/2, 1/4, 1/8 and 1/16 of the whole training set, and every

selection was repeated 16 times so that the variance of the corresponding performances

could be estimated empirically. We also built a generalized HMM (GHMM) [54, 65] based

on the whole training set to test the possible gain of using a more sophisticated model which

captures length characteristics.

Figure 2.4 uses Youden’s J [83], which is Sensitivity + 1 − Specificity, as a measure

of the overall performances of different methods with different-sized training sets. The

sensitivity and specificity of the HMM prediction results are computed based on both the

whole training set and the previous prediction results of maxgap/minrun. Figure 2.4 shows

that even when 1/4 (∼ 1.9Mb) of the whole training set is used, our HMM approach gives

a performance comparable to or better than existing methods, with either gene annotation

or previous prediction results as performance criteria. Another important fact shown in

Figure 2.4 is that the continuous HMM has much more stable performance than the discrete

model, especially when the training set is small (less than 1/4 of the whole training set).

This is because the continuous HMM has smoother emission distribution estimations than

the discrete one, and its performance is thus less likely to be affected by a small set of
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biased samples. We can also observe that GHMM does not seem to give significantly better

performance than simpler models.
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Figure 2.4. Results on transcriptional dataset: Youden’s J. Different types of HMMs are built
based on samples drawn from the whole training set with different proportions. Each trial
with proportions less than 1 is repeated 16 times. Youden’s J (Sensitivity+1−Specificity)
is computed for the prediction result of each trial, and a boxplot of the calculated values
for different models with different-sized training sets is generated. “known TARs" stands
for previously predicted TARs by maxgap/minrun, “hmm" stands for discrete HMM, “chmm"
stands for continuous HMM, and “ghmm" for generalized HMM. (A) RefSeq gene annotation
is used as a criterion, where exon regions are used as positives, and intron regions are used
as negatives. (B) Known TARs predicted by maxgap/minrun method are used as positives,
and RefSeq intron regions are used as negatives.

We further computed the posterior probabilities for the predicted states on probes,

and set different thresholds to identify TARs. Figure 2.5 shows the ROC curves of different

models with different training sets. Again the continuous HMM outperforms the discrete

one, and has good performance even with a relatively small (∼ 1.9Mb) training set. The

similarity of A and B diagrams in Figure 2.4 and Figure 2.5 also shows that gene annotation
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is a good criterion for performance measurement, if we do not have any existing prediction

results to utilize.
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Figure 2.5. Results on transcriptional dataset: ROC curves. Based on the models described
in section 3.1, we compute posterior probabilities for the predicted states on probes, and set
different thresholds to identify TARs. ROC curves of the worst-case performance of these
different models are then generated. “hmm 1/2" stands for the discrete HMM built with 1/2
of the whole training set, and so on. (A) RefSeq gene annotation is used as a criterion,
where exon regions are used as positives, and intron regions are used as negatives. (B)
Known TARs predicted by the maxgap/minrun method are used as positives, and RefSeq
intron regions are used as negatives.

The minimum training set guaranteeing good performance for our approach on this

dataset is ∼ 1.9Mbases, which includes ∼ 0.1M probes. Since the size of the training

set needed for satisfying performance of our method does not increase with the size of the

dataset, it seems that if ∼ 0.1M probes in this type of tiling array experiment can be labeled

and put into the training set, our method becomes immediately applicable to identify TARs

for the whole dataset. We also want to point out that the labeling process does not have
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to be perfect: in this case, Figure 2.4A shows that less than 60% of the training set is

actually correct, while Figure 2.4B shows that our method has satisfying performance with

this training set.

2.4.4 Results on ChIP-chip dataset

We tested our method on a STAT1 ChIP-chip tiling array dataset which has 50mer

oligonucleotide probes tiled approximately every 38bp covering most of the non-repetitive

DNA sequence of the ENCODE regions (∼ 30Mb). This dataset, as in the case of section

4.3, is sufficiently large for our performance test, and the corresponding prediction result

of a maxgap/minrun method is available as well, which provides a good estimation of the

TFBSs.

Due to the lack of available validated biological knowledge, we built a simple two-

state continuous HMM (Figure 2.2B) based on the negative training set (∼ 8Kb) from the

normalized dataset by using the method described in section 3.1 with RefSeq annotation,

computed the posterior probabilities for the probes being in NON-TFBS state, and set

different thresholds to get different sets of TFBSs. Figure 2.6 shows the ROC curves of

predictions by using our HMM approach and a p-value cutoff method. The inner gene

regions are used as negatives, while both previously predicted TFBSs and the promoter

regions in the array are used as positives. We can observe that the HMM approach has

better performance than the p-value cutoff approach in both criteria.

The near-linear ROC curves in Figure 2.6B also show that the promoter regions may not

be as good a criterion as the previous TFBS results. Analogous to the case with transcrip-

tional data, when experimental validation results become sufficient to form a medium-sized
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Figure 2.6. Results on ChIP-chip dataset: ROC curves. A continuous HMM is built based
on the normalized ChIP-chip dataset by using the method described in section 3.2. ROC
curves of the performance of the HMM approach and another p-value cutoff method are
then generated. (A) Previously predicted TFBSs are used as positives, and the inner gene
regions are used as negatives. The numbers along the ROC curve of HMM result are the
− log10(PP threshold), where PP is the posterior probability of a probe being in NON-TFBS
state. (B) The promoter regions in the array are used as positives, and the inner gene regions
are used as negatives.
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(covering ∼ 0.1M probes) knowledgebase about the dataset in question, this knowledgebase

can be utilized as a performance measure as well as the training set for our HMM approach.

2.5 Discussions

We present an efficient HMM framework which systematically incorporates validated

biological knowledge (e.g. known gene annotation, experimental validation results) into

tiling array data analysis. This framework, which consists of a MaxEntropy sample selection

algorithm and HMM learning and decoding approaches, is proposed based on HTPIO, an

idealized definition of the tiling array analysis problem. Empirical results of our methods

in the framework on a simulated dataset, a transcriptional dataset and a ChIP-chip dataset

show that our framework effectively handles large datasets, even with a relatively noisy

training set.

Our work differs from previous studies in tiling array data analysis by specifically taking

validated biological knowledge into consideration and systematically incorporating it using an

empirically tested MaxEntropy sample selection scheme for optimal analysis. These features

ensure the good performance of our framework with even a relatively small gold standard

training set, which has not been specifically considered by previous methods. In this way

our framework can consistently analyze tiling-array data across a number of experiments,

and can process different types of array data automatically, without the need to manually

set additional parameters. This feature will become an advantage for analyzing very large

datasets (e.g. for the ∼ 3Gb human genome): when sufficient experimental validations

are done afterwards, a medium-sized (covering ∼ 0.1M probes, according to the empirical

results in section 4.3) validated biological knowledgebase can be formed for the array data
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in question. Our framework can then improve its performance with the guidance of this

medium-sized knowledgebase, and its refined analysis results can in turn assist further

experimental studies. What is more, in section 4.3 our framework gives good performance

by incorporating some relatively inaccurate biological knowledge (with approximately 60%

correctness), and the sub-regions in the training set are not specifically chosen according to

our proposed sampling scheme. We can expect that for real problems which use validated

biological knowledge from highly accurate experimental validations, the necessary minimum

size of the biological knowledgebase could be even smaller than ∼ 0.1M probes for our

framework to achieve satisfying performance.

Another feature of our method is that given a set of regions with similar signal inten-

sities, it can identify all the regions in the whole dataset with similar signal distributions.

This feature is potentially useful for identifying regions with different transcription levels.

For instance, our HMM method can take as the training set all the known highly expressed

genes in the tissue, and then identify all the regions in the corresponding transcriptional

tiling array that have the similar transcription level.
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Chapter 3

Integrated Distribution Estimation

based on Nondeterministic Partial

Samples

3.1 Introduction

The concept of the “gene” has evolved and become more complex [23]: the discovery

of splicing [7, 14, 22] revealed that the gene was a series of exons, coding for, in some cases,

discrete protein domains, and separated by long noncoding stretches called introns. With

alternative splicing, one genetic locus could code for multiple different mRNA transcripts

(isoform transcripts). This discovery complicated the concept of the gene radically. As of

2007, the GENCODE annotation [26] contained on average 5.4 transcripts per locus.

With the recent development of high-throughput RNA sequencing (RNA-Seq) tech-

38
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nology, it possible for biologists to measure transcription at an unprecedented precision.

The problem of isoform quantification tries to reconstruct the abundances of similar iso-

forms based on a set of RNA-seq reads. Various methods have been developed to solve this

problem. In previous work, researchers proposed different statistical frameworks [82, 35]

for using maximum likelihood estimation to solve the problem, others [44] studied the con-

ditions under which the problem can be solved, revealing that although neither single nor

paired-end sequencing guarantee a unique solution, paired-end reads may be sufficient to

solve the vast majority of the transcript variants in practice.

The isoform quantification problem represents a special class of sampling process: par-

tial samples are drawn from a pool of similar objects with multiple nondeterministic sam-

pling techniques, and the only control an experimenter has is on the total cost of these

samples and how to assign the cost to the different sampling methods. As we will discuss in

detail in the following sections, each partial sample can be compatible with multiple objects,

and a traditional “counting” solution is no longer able to recover the relative abundances

of the objects in the pool (i.e. the distribution). Here we present a generalized statistical

solution, which differs from previous ones in the following aspects:

1. With a generalized G function, we provide a flexible way to incorporate characteristics

of different sequencing technologies.

2. This framework integrates the analysis of different sample sets generated from different

sampling technologies.

3. We developed a fast algorithm for estimating the expected performance of our expec-

tation maximization based solution.

4. Given the estimated isoform abundances, we also propose to use an information the-



CHAPTER 3. INTEGRATED DISTRIBUTION ESTIMATION BASED ON
NONDETERMINISTIC PARTIAL SAMPLES 40

oretical method to measure the transcriptome complexity.

In this chapter, we will first introduce a mathematical definition of the generalized

partial sampling and distribution estimation problem, provide a expectation maximization

based iterative solution, discuss in detail on how to estimate the performance of this solu-

tion using Fisher information based heuristics, and present fast algorithms that implement

compute these heuristics. We will also show results of applying our methods to both simu-

lated and real-world data, illustrating scenarios where such integrated analysis can be the

most informative.

3.2 Problem Definition

We start by defining the generalized process of batch partial sampling, and the rela-

tionships between partial samples and the objects being sampled.

Definition 5 (Batch Partial Sampling). Let I = {I1, ..., IK} be all the possible isoforms,

with relative abundances Θ = (θ1, ..., θK)T , where
∑K

k=1 θk = 1. We assume that there

are M different partial sampling methods: Samp1, ..., SampM , and let S denote all the

samples: S = {s from Sampm|m = 1, ...,M}. We also define δs,k = Ind(partial sample s is

compatible with Ik), where Ind is the indicator function. There are in total N =
∑M

m=1Nm

samples, where Nm is the total number of partial samples from Sampm.

Here we assume a two-step sampling process: First, a sampling method Sampm chooses

an isoform instance Ik according to Θ. Second, the sampling method generates a par-

tial sample s according to a local partial sample generation model G(m)
s,k = Pr(generating

s|Ik, Sampm).
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Definition 6 (Distribution Estimation based on Batch Partial Samples). Given I, and S

as defined in Definition 5, estimate Θ.

As shown in Figure 3.1, I are the isoforms with different relative abundances Θ, and

S are the single- and paired-end reads whose sequences align with part of this gene region.

Some of these reads (e.g. read2, 3 and 5) are compatible with multiple isoforms. The

ultimate problem is to estimate Θ based on I and S, i.e., reconstructing a distribution

based on partial observations.

split read

paired-end read

Gene
Region

Isoform 1
(relative abundance: θ1)

Isoform 2
(θ2)

Isoform 3
(θ3)

read1

read3

read2

read4

read5

read6

read7

compatible

Figure 3.1. Partial samples in the isoform quantification problem.

In the remaining part of this chapter, we will use two notations to describe a partial
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sample s: sm,i is the ith sample from Sampm; and s
(k)
[a,b) stands for a partial sample from

Ik, starting (inclusive) from position a and ending (exclusive) at b in that isoform. We also

define exons as those nodes in the splicing graph of a gene, so that there are no exons that

overlap with each other.

3.3 Maximum Likelihood Estimation (MLE)

Definition 6 does not give an explicit criterion for a “good” estimation of Θ. Since

the problem is defined in a statistical sampling framework, it is natural to consider using

Maximum Likelihood as such a criterion.

Definition 7 (Maximum-Likelihood Distribution Estimation based on Batch Partial Sam-

ples). Given I, and S as defined in Definition 5, find Θ̂ such that:

Θ̂ = argmaxΘlog(Pr(S|Θ)) (3.1)

By plugging in the partial samples sm,is and G
(m)
s,k s, we can rewrite the formula above

as follows:
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Θ̂ = argmaxΘlog(Pr(S|Θ)) (3.2)

= argmaxΘlog
M∏
m=1

∏
i=1

NmPr(sm,i|Θ, Sampm) (3.3)

= argmaxΘlog
M∏
m=1

∏
s=sm,∗

Pr(s|Θ, Sampm) (3.4)

= argmaxΘlog
M∏
m=1

∏
s=sm,∗

K∑
k=1

δs,kθkPr(s|Θ, Sampm, Ik) (3.5)

= argmaxΘlog
M∏
m=1

∏
s=sm,∗

K∑
k=1

δs,kθkG
(m)
s,k (3.6)

= argmaxΘ

M∑
m=1

∑
s=sm,∗

log
K∑
k=1

δs,kθkG
(m)
s,k (3.7)

In the next section, we demonstrate how this problem can be solved by introducing a

hidden variable Zs,k and using the technique of Expectation Maximization [15].

3.4 Applying the Expectation Maximization Method

We define Zs,k = Ind(s is from Ik), which are the hidden variables in this problem.

Since Expectation Maximization gives an iterative solution, we denote the estimation for Θ

in the nth step as Θ(n), and further define ζ(n)
s,k = EZ|S,Θ(n) [Zs,k].
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ζ
(n)
s,k = EZ|S,Θ(n) [Zs,k] (3.8)

= E
[
Zs,k|S,Θ(n)

]
(3.9)

= Pr
(
Zs,k = 1|s,Θ(n)

)
(3.10)

=
Pr
(
Zs,k = 1, s|Θ(n)

)
Pr
(
s|Θ(n)

) (3.11)

=
δs,kθ

(n)
k G

(m)
s,k∑K

k′=1 δs,k′θ
(n)
k′ Gs,k′

(3.12)

3.4.1 E step

Q(n)(Θ) = EZ|S,Θ(n) [log(Pr(Z, S|Θ))] (3.13)

= EZ|S,Θ(n)

 M∑
m=1

∑
s=sm,∗

log
K∑
k=1

Zs,kθkG
(m)
s,k

 (3.14)

= EZ|S,Θ(n)

 M∑
m=1

∑
s=sm,∗

K∑
k=1

Zs,k log θkG
(m)
s,k

 (3.15)

(for all Zs,∗, one and only one can have a value of 1) (3.16)

=
M∑
m=1

∑
s=sm,∗

K∑
k=1

EZ|S,Θ(n) (Zs,k) log θkG
(m)
s,k (3.17)

=
M∑
m=1

∑
s=sm,∗

K∑
k=1

ζ
(n)
s,k (log θk + logG(m)

s,k ) (3.18)

=
M∑
m=1

∑
s=sm,∗

K∑
k=1

ζ
(n)
s,k log θk + C (3.19)
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3.4.2 M step

We want to maximize

Q(n)(Θ) (3.20)

with constraint:

K∑
k=1

θk = 1 (3.21)

We introduce a Lagrange multiplier λ and rewrite the problem as maximizing:

T (n)(Θ, λ) = Q(n)(Θ) + λ

(
K∑
k=1

θk − 1

)
(3.22)

By computing the partial derivatives, we have:

∂T (n)(Θ, λ)
∂θk

= 0 (3.23)

M∑
m=1

Nm∑
i=1

ζ
(n)
s,k

θk
+ λ = 0 (3.24)

θk = −
∑M

m=1

∑Nm
i=1 ζ

(n)
s,k

λ
(3.25)
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Inserting the result above into the constraint, we have:

−
K∑
k=1

M∑
m=1

∑
s=sm,∗

ζ
(n)
s,k

1
λ

= 1 (3.26)

−
M∑
m=1

∑
s=sm,∗

∑K
k=1 δs,kθ

(n)
k G

(m)
s,k∑K

k=1 δs,kθ
(n)
k G

(m)
s,k

1
λ

= 1 (3.27)

λ = −
M∑
m=1

∑
s=sm,∗

1 (3.28)

λ = −
M∑
m=1

Nm (3.29)

= −N (3.30)

Inserting the calculated value of λ back into the estimation for θk’s, we have:

θ
(n+1)
k =

∑M
m=1

∑
s=sm,∗

ζ
(n)
s,k

N
(3.31)

=

∑M
m=1

∑
s=sm,∗

δs,kθ
(n)
k G

(m)
s,kPK

k′=1 δs,k′θ
(n)

k′ Gs,k′

N
(3.32)

as the new estimation for Θ.

The iterative estimation in Equation 3.32 is intuitively consistent with the case of

estimating a distribution based on full samples: consider the scenario in which for each s,

there is only one k ∈ 1, ...,K satisfying δs,k > 0, the right hand side of Equation 3.32 thus

becomes
PM

m=1

P
s=sm,∗ δs,k

N , which is exactly how the distribution estimation problem with
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traditional full samples can be solved. In the case of partial samples, our solution provides

a way to adjust the “weight” each sample s contributes to the θks of different objects.

3.5 Application of the Maximum Likelihood Estimation So-

lution

Figure 3.2 presents an example of applying our method above to a human RNA-Seq

dataset. In this example, 4 different sampling methods have been used in the experiment,

each bearing its unique sampling characteristics (e.g. read length, uniqueness of mapping)

and generating a set of partial samples. The Θ̂ estimates we get from applying Equation 3.32

are also shown in the figure.

As mentioned in the previous sections, the Θ̂ estimation is optimal only in the sense

of Maximum Likelihood, and one important question that needs to be addressed is to have

an estimation on how close this estimation is to the true value of Θ. For example, biolo-

gists would want to know how much error should be expected when looking at the isoform

abundances inferred by various estimation algorithms. Some previous studies [35] use sim-

ulations (by using the Θ̂ as the true Θ and performing many trials of the random sampling

and Θ estimation progress) to provide an answer, which may become time-consuming for

large scale problems (consider repeatedly running such simulation on the whole genome for

many experiments). In the following sections, we will focus on developing a heuristic for

estimating the error in Θ̂ and also efficient algorithms to compute it.
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3.6 Analyzing the Performance of Estimation

Given Θ̂ obtained from the MLE solution presented in the previous section, we would

like to understand how much this estimate will deviate from the “true” Θ on average. Here

we focus on the variance of the Θ̂, which describes how stable the MLE result is over many

different partial sample sets drawn from the same isoform set:

Average
(
var(θ̂k)

)
=
∑K−1

k=1 var(θ̂k)
K − 1

(3.33)

As we will show later, although brute-force simulation can be performed to obtain

a relatively accurate estimation of this measurement, it is may become computationally

intractable when there are too many reads and genes to be considered. We thus propose to

use a Fisher information based heuristic for estimating Average
(
var(θ̂k)

)
, and present a

fast algorithm to compute the exact value of this heuristic.

We first introduce the Fisher information matrix [72, 76] as a basis for further dis-

cussion. The Fisher information is a way of measuring the amount of information that

the random samples S carries about the unknown parameter Θ upon which the likelihood

function of Θ, Pr(S|Θ), depends. An important use of the Fisher information matrix in sta-

tistical analyses is its contribution to the calculation of the covariance matrices of estimates

of parameters fitted by maximium likelihood.

Let θ1, ..., θK−1 be the free parameters, and θK = 1−
∑K−1

k=1 θk.
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Definition 8 (Observed Fisher information matrix).

I(Θ)p,q = −∂
2 log(Pr(S|Θ))

∂θp∂θq
, where p, q = 1, ...,K − 1 (3.34)

=
M∑
m=1

∑
s=sm,∗

−
∂2 log

∑K
k=1 δs,kθkG

(m)
s,k

∂θp∂θq
(3.35)

=
M∑
m=1

∑
s=sm,∗

−
∂2
[
log
(∑K−1

k=1 δs,kθkG
(m)
s,k + δs,KG

(m)
s,K(1−

∑K−1
l=1 θl)

)]
∂θp∂θq

(3.36)

=
M∑
m=1

∑
s=sm,∗

−
∂

[
1PK

k=1 δs,kθkG
(m)
s,k

(
δs,pG

(m)
s,p − δs,KG(m)

s,K

)]
∂θq

(3.37)

=
M∑
m=1

∑
s=sm,∗

(
δs,pG

(m)
s,p − δs,KG(m)

s,K

)(
δs,qG

(m)
s,q − δs,KG(m)

s,K

)
[∑K

k=1 δs,kθkG
(m)
s,k

]2 (3.38)

Definition 9 (Expected Fisher information matrix).

I(Θ)p,q = E [I(Θ)p,q] (3.39)

3.6.1 Covariance matrix of the maximum likelihood estimator

Let T (S) = (θ̂1, ..., θ̂K−1, 1 −
∑K−1

k=1 θ̂k)T , and ψ(Θ) = E [T (S)]. The Cramér-Rao

bound [76] states that:

covΘ (T (S)) ≥ ∂ψ(Θ)
∂Θ

[I(Θ)]−1

(
∂ψ(Θ)
∂Θ

)T
(3.40)

, where [∂ψ(Θ)/∂Θ]u,v = ∂ψu(Θ)/∂θv, u = 1, ...,K; v = 1, ...,K − 1.
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We then estimate ψ(Θ) by Θ, and use the bound above to estimate the covariance

matrix:

∂ψu(Θ)
∂θv

≈ ∂θu
∂θv

(3.41)

=


1 if u = v and u, v < K;

−1 if u = K;

0 otherwise

(3.42)
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covΘ (T (S)) ≈ ∂ψ(Θ)
∂Θ

[I(Θ)]−1

(
∂ψ(Θ)
∂Θ

)T
(3.43)

=

 I(K−1)×(K−1)

−1 · · · −1


K×(K−1)

×
(

[I(Θ)]−1
)

(K−1)×(K−1)
(3.44)

×


−1

I(K−1)×(K−1)

...

−1


(K−1)×K

, I is the identity matrix (3.45)

=

 I−1
(K−1)×(K−1)

−
∑K−1

k=1 I
−1
k,1 · · · −

∑K−1
k=1 I

−1
k,K−1


K×(K−1)

(3.46)

×


−1

I(K−1)×(K−1)

...

−1


(K−1)×K

(3.47)

=



−
∑K−1

k=1 I
−1
1,k

I−1
(K−1)×(K−1)

...

−
∑K−1

k=1 I
−1
K−1,k

−
∑K−1

k=1 I
−1
k,1 · · · −

∑K−1
k=1 I

−1
k,K−1

∑K−1
i=1

∑K−1
j=1 I

−1
i,j


K×K

(3.48)

3.6.2 Heuristic for MLE performance estimation

In order to provide a single value measure for the expected performance of Maximum

Likelihood estimation, we propose to use the following heuristic to estimate the average

variance of Θ̂:
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Average
(
var(θ̂k)

)
≈

∑K−1
k=1

1
I(Θ)k,k

K − 1
(3.49)

This heuristic avoids the potential computational intensive and numerically unstable

computation of the inverse of I, and is consistent with the theoretical result on the lower-

bound of var(θ̂) in one dimensional case:

var(θ̂) ≥ 1
I(θ)

(3.50)

which is a specialization of the result in the previous subsection. In other words, the

precision to which we can estimate Θ is fundamentally limited by the Fisher information.

In order to compute this heuristic, all we need is I(Θ) itself. However, the brute-force

computation (according to Definition 8 and 9) of this matrix will be time-consuming since

its time complexity is proportional to the total number of possible sample sets (which in

turn grows exponentially with the number of samples). In the next section, we will present

algorithms that can compute this matrix in a more efficient fashion.

3.7 Efficient Computation of I(Θ)

First of all, we can decompose I(Θ) in the following way:
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I(Θ)p,q = E [I(Θ)p,q] (3.51)

=
M∑
m=1

∑
s=sm,∗

E

−∂2 log
∑K

k=1 δs,kθkG
(m)
s,k

∂θp∂θq

 (3.52)

=
M∑
m=1

NmI(m)(Θ)p,q (3.53)

where

I(m)(Θ)p,q = Es∼Sampm

−∂2 log
∑K

k=1 δs,kθkG
(m)
s,k

∂θp∂θq

 (3.54)

is the expected Fisher information matrix of a single partial sample based on Sampm. Thus

we need to be able to compute I(m)(Θ) in order to obtain I(Θ).

3.7.1 Further decomposing I(m)(Θ)

I(m)(Θ)p,q =
K∑
k=1

θk


∑

s=s
(k)
[a,b)

;∀[a,b)∈Ik

−G(m)
s,k

∂2 log
∑K

k′=1 δs,k′θk′Gs,k′

∂θp∂θq

 (3.55)

=
K∑
k=1

θk
∑

s=s
(k)
[a,b)

;∀[a,b)∈Ik

G
(m)
s,k I

(m)

s=s
(k)
[a,b)

(Θ)p,q (3.56)

where
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I
(m)

s=s
(k)
[a,b)

(Θ)p,q = −
∂2 log

∑K
k′=1 δs,k′θk′G

(m)
s,k′

∂θp∂θq
(3.57)

=

(
δs,pG

(m)
s,p − δs,KG(m)

s,K

)(
δs,qG

(m)
s,q − δs,KG(m)

s,K

)
[∑K

k′=1 δs,k′θk′G
(m)
s,k′

]2 (3.58)

is the Fisher information matrix of a partial sample s from Sampm at [a, b) in Ik.

A brute-force algorithm for computing I
(m)

s=s
(k)
[a,b)

(Θ) can thus be described as follows:

Algorithm 1 BruteForceFIM(I,Θ, Sampm, p, q)
1: GIVEN: Possible isoforms I = {I1, I2, ..., IK};

Relative abundances Θ = (θ1, θ2, ..., θK);
Sampling method Sampm Integer p, q ∈ {1, 2, ...,K − 1}.

2: COMPUTE: The value of I(m)(Θ)p,q.

3: I ← 0
4: for all Ik ∈ I do
5: Ik ← 0
6: for all [a, b) ∈ Ik do
7: s← sk[a,b)

8: Ik ← Ik +G
(m)
s,k I

(m)
s (Θ)p,q

9: end for
10: I ← I + θkIk
11: end for
12: return I

In Algorithm 1, if length is the length of a given sequence Ik, then the whole algorithm

consists of ∼
∑K

k=1 length(Ik) computations of I
(m)
s (Θ).
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3.7.2 Equivalent partial samples

In order to continue our discussion on faster algorithms to compute I
(m)

s=s
(k)
[a,b)

(Θ), we

introduce the concept of equivalent partial samples below:

Definition 10. Two partial samples s1 and s2 are equivalent w.r.t. Sampm if and only if

I
(m)
s1 (Θ) = I

(m)
s2 (Θ).

Lemma 1. If ∀Ik ∈ I, δs1,kG
(m)
s1,k

= δs2,kG
(m)
s2,k

, then s1 and s2 are equivalent w.r.t. Sampm.

Proof. According to Equation 3.58, we have: I
(m)
s1 (Θ) = I

(m)
s2 (Θ). Thus the two partial

samples are equivalent w.r.t. Sampm according to Definition 10.

Definition 11. A set of partial samples S is an equivalent sample set w.r.t. Sampm if and

only if ∀s1, s2 ∈ S, s1 and s2 are equivalent w.r.t. Sampm.

Lemma 2. Given an isoform Ik and a sampling method Sampm, if we divide all its possible

partial samples into n non-overlapping equivalent sample sets S1, S2, ..., Sn, then:

I(m)(Θ)p,q =
K∑
k=1

θk

n∑
i=1

|Si|G(m)
si,k

I(m)
si

(Θ)p,q, for any si ∈ Si (3.59)

Proof. We can rewrite the
∑

s=s
(k)
[a,b)

;∀[a,b)∈Ik
G

(m)
s,k I

(m)

s=s
(k)
[a,b)

(Θ)p,q part in Equation 3.56 by

dividing all the possible s(k,m)
a,b s into equivalent sample sets S1, S2, ..., Sn, and then obtain

the equation above.

3.7.3 Results from a simple shotgun read generation model

In this section, we consider a set of simplified partial sample generation models:
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Definition 12. A simple shotgun sampling method Sampm generates samples with fixed

read length rm. When sampling from an isoform Ik with length lk, there are in total

lk − rm + 1 different samples s(k)
[a,b), where a = 0, 1, 2, ..., (lk − rm); and b = a+ rm. Each of

these samples has equal probability of being generated from Ik: G
(m)
s,k = 1/(lk − rm + 1).

Figure 3.3 illustrates simple shotgun sampling process and its corresponding per-base

coverage on the isoform being sampled.

...

... ...

coverage

0                                                           L 

L

r

position

Figure 3.3. A simple shotgun read generation model.

Lemma 3. Given the sample generation model Sampm above, if two samples s1 and s2 gen-

erated by this method are compatible with the same set of isoforms, i.e. δs1,k = δs2,k,∀Ik ∈ I,

then s1 and s2 are equivalent w.r.t. Sampm.

Proof. If δs1,k = δs2,k = 0, then obviously δs1,kG
(m)
s1,k

= δs2,kG
(m)
s2,k

= 0. Otherwise, if

δs1,k = δs2,k = 1, then both s1 and s2 are partial samples that may be generated by Sampm

from Ik. In this case, according to Definition 12, G(m)
s1,k

= G
(m)
s2,k

= 1/(lk − rm + 1). Thus

we always have: δs1,kG
(m)
s1,k

= δs2,kG
(m)
s2,k

, ∀Ik ∈ I. According to Lemma 1, s1 and s2 are

equivalent w.r.t. Sampm.

Theorem 1. Given the sample generation model Sampm above, if two samples s1 and s2
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generated by this method overlap with all the junctions in the same set of connected exons

ek1 → ek2 → ...→ ekn, then s1 and s2 are equivalent w.r.t. Sampm.

Proof. We first prove by contradiction that ∀Ik ∈ I, δs1,k = δs2,k:

If δs1,k 6= δs2,k, without loss of generality, we assume that δs1,k = 1 and δs2,k = 0. Then

there must exist an exon junction eki
→ eki+1

, i ∈ {1, 2, ..., n− 1}, such that eki
→ eki+1

is

not compatible with Ik (otherwise, as a part of ek1 → ek2 → ...→ ekn , s2 will be compatible

with Ik). Since s1 overlaps with the junction of eki
→ eki+1

, s1 is not compatible with Ik

either, which will lead to a contradiction to the previous assumption that δs1,k = 1. Thus

the original statement δs1,k = δs2,k must be true.

Then according to Lemma 3, s1 and s2 are equivalent w.r.t. Sampm.

For example, in Figure 3.4, where the reads are generated from a simple shotgun sam-

pling process, the equivalent partial samples are {read1, read2, read9}, {read10, read11}.

Also, if we consider a paired-end read as a long shotgun read with its gap filled, the samples

read5 and read6 are also (approximately) equivalent, if their insert sizes are close to each

other. However, read12 is not equivalent to these reads, since its shotgun version overlaps

with a different exon junction set (with an addition exon).

3.7.4 Algorithms for efficiently computing I(m)(Θ)

Based on Definition 12 and Theorem 1, we can design the following algorithm for

efficiently computing I(m)(Θ) by combining the computation of this value for equivalent

partial samples from each isoform.
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paired-end read

Gene
Region

Isoform 1
(relative abundance: θ1)

Isoform 2
(θ2)

Isoform 3
(θ3)

read1

read2

read7

read10

read3

read4

read5
read6

read8

read11read9

read12

Figure 3.4. Equivalent samples in a simple shotgun read generation model.
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Algorithm 2 FastShotgunFIM(I,Θ, Sampm, p, q)
1: GIVEN: Possible isoforms I = {I1, I2, ..., IK};

Relative abundances Θ = (θ1, θ2, ..., θK);
Sampling method Sampm as in Definition 12;
Integer p, q ∈ {1, 2, ...,K − 1}.

2: COMPUTE: The value of I(m)(Θ)p,q.

3: I ← 0
4: for all Ik ∈ I do
5: Ik ← 0
6: a← 0
7: while a ≤ length(Ik)− rm do
8: b← a+ rm;
9: s← sk[a,b)

10: (ek1 → ek2 → ...→ ekn)← overlappingExons(s, Ik)
11: NEqSamples ← min

(∑
ek′∈Ik;k′<=k1

length(ek′)− a,
∑

ek′∈Ik;k′<=kn
length(ek′)− b+ 1

)
{Get the number of equivalent samples}

12: Ik ← Ik +NEqSamplesG
(m)
s,k I

(m)
s (Θ)p,q

13: a← a+NEqSamples {Move a to the beginning of the next equivalent sample set}
14: end while
15: I ← I + θkIk
16: end for
17: return I

In Algorithm 2, overlappingExons(s, Ik) identifies the connected exons set in Ik that

overlaps with a given partial sample s, and can be implemented with O(logNumExonsk)

time complexity by pre-computing an exon-position index table for the isoforms.

We can further reduce the number of times of computing I
(m)
s (Θ) by combining equiv-

alent partial samples from across isoforms: when an equivalent sample set from an isoform

has been identified, all the same samples from other isoforms can be recorded in lists of

intervals to avoid redundant computation of their I
(m)
s (Θ)s. The algorithm is shown below:
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Algorithm 3 FasterShotgunFIM(I,Θ, Sampm, p, q)
Require: Possible isoforms I = {I1, I2, ..., IK};

Relative abundances Θ = (θ1, θ2, ..., θK);
Sampling method Sampm as in Definition 12;
Integer p, q ∈ {1, 2, ...,K − 1}.

Ensure: The value of I(m)(Θ)p,q.

1: I ← 0
2: for all Ik ∈ I do
3: CoveredSampleStartsk ← empty interval list
4: end for
5: for all Ik ∈ I do
6: a← minNotCoveredStart(CoveredSampleStartsk, Sampm)
7: while a ≤ length(Ik)− rm do
8: b← a+ rm;
9: s← sk[a,b)

10: (ek1 → ek2 → ...→ ekn)← overlappingExons(s, Ik)
11: NEqSamples ← min

(∑
ek′∈Ik;k′<=k1

length(ek′)− a,
∑

ek′∈Ik;k′<=kn
length(ek′)− b+ 1

)
12: I ← I + θkNEqSamplesG

(m)
s,k I

(m)
s (Θ)p,q

13: CoveredSampleStartsk ← CoveredSampleStartsk + [a, a+NEqSamples)
14: for all Ik′ 6= Ik do
15: if Ik′ contains (ek1 → ek2 → ...→ ekn) then
16: s′ ← sk

′

[a′,b′) ← firstSample(Ik′ , Sampm, (ek1 → ek2 → ...→ ekn))

17: I ← I+ θk′NEqSamplesG
(m)
s′,k′I

(m)
s (Θ)p,q {Use previously computed I

(m)
s (Θ)p,q}

18: CoveredSampleStartsk′ ← CoveredSampleStartsk′ + [a′, a′ +NEqSamples)
19: end if
20: end for
21: a← minNotCoveredStart(CoveredSampleStartsk, Sampm)
22: end while
23: end for
24: return I

In Algorithm 3, minNotCoveredStart(CoveredSampleStartsk, Sampm) finds the min-

imum position a ∈ {0, 1, ..., length(Ik) − rm + 1} that is outside a given interval list

CoveredSampleStartsk; firstSample(Ik, Sampm, ConnectedExonSet) returns the partial
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sample sk[a,b) from Ik covering all the exon junctions in ConnectedExonSet with a minimum

a, and can be implemented with a worst-case O(logNumExonsk + |ConnectedExonSet|)

time complexity by using a pre-computed exon position index table for the isoforms.

3.7.5 Complexity analysis

Given a set of K possible isoforms I = {I1, I2, ..., IK}, with lengths l1, l2, ..., lK , re-

spectively, and a shotgun sampling method Sampm with sample length rm as described

in Definition 12, Algorithm 1 requires
∑K

k=1 lk steps of computing I
(m)
s (Θ)p,q. Thus com-

puting I(m)(Θ) using this brute-force algorithm requires (K − 1)2 ·
∑K

k=1 lk operations of

calculating I
(m)
s (Θ)p,q. If we assume that the average length of an isoform is lAvgIsoform,

this corresponds to ∼ K3 · lAvgIsoform computations of I
(m)
s (Θ)p,q.

Suppose that on average an isoform can be divided into NEqSampleSets equivalent sample

sets by Algorithm 2, this algorithm will then require ∼ K3 · NEqSampleSets steps of com-

puting I
(m)
s (Θ)p,q to obtain the Fisher information matrix I(m)(Θ) for the given sampling

method, thus being more efficient than Algorithm 1 by a ratio of lAvgIsoform/NEqSampleSets.

Algorithm 3 will obviously be even more efficient by avoiding the redundant computation

of some of the equivalent sample sets in Algorithm 2.

3.7.6 Application on a typical gene

We consider the gene TCF7, which has 10 known isoforms shown in Figure 3.5A.

Figure 3.5B shows its corresponding splicing graph [27, 82], with 19 exon blocks, and 96

possible isoforms, which are all the possible paths from node “START” to node “END” in

the splicing graph.
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chr5:

CDKN2AIPNL/uc003kys.1
TCF7/uc003kyt.1
TCF7/uc003kyu.1
TCF7/uc003kyv.1
TCF7/uc003kyw.1
TCF7/uc003kyx.1
TCF7/uc003kyy.1
TCF7/uc003kyz.1
TCF7/uc003kza.1
TCF7/uc003kzb.1
TCF7/uc010jdu.1

133485000 133490000 133495000 133500000 133505000 133510000
UCSC Genes Based on RefSeq, UniProt, GenBank, CCDS and Comparative Genomics

A Known isoforms
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B Splicing graph
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C Speedup

Figure 3.5. Speedup in FIM computation for gene TCF7.
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When computing I(m)
s (Θ), Algorithm 1 requires 26902 computations of I

(m)
s (Θ), while

Algorithm 2 involves 169 such computations, and the number for Algorithm 3 is 46, achiev-

ing a ∼ 585 times speedup compared to the brute-force method. A summary of the speedups

is shown in Figure 3.5C.

3.8 Simulation Results

3.8.1 Simulation on simplified genes

Due to the complexity of real gene structure, we apply our methods to three artificially

constructed genes with simplified isoform structures, so as to better illustrate how different

characteristics of the gene structures can affect the outcome of the isoform quantification

analysis.

As shown in Figure 3.6A, each of these genes has two different isoforms, with the

more abundant one shown in a darker color. Two sampling techniques, short single and

short paired-end (PE), are used to generate reads from them, with a fixed total cost of

$0.20. The per-base costs of these sampling techniques are based on Table 4.1. Different

cost combinations, e.g. different percentage of the total cost being assigned to a certain

sampling technique, are illustrated by the x-axis in Figure 3.6B-D. For each of these cost

combinations, we randomly generate 1000 read sets, and use the MLE solution to estimate

Θ̂, based on which Average
(
var(θ̂k)

)
are computed (solid lines in Figure 3.6B-D). We

also use Algorithm 3 to estimate the same quantity, and plot the estimations using dashed

lines in the same figure for comparison. The results show that the FIM estimation of

Average
(
var(θ̂k)

)
are close to the direct simulation results, and also correctly predicts the
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Table 3.1. Total time used by brute-force simulation vs. FIM based heuristic to estimate

Average
(
var(θ̂k)

)
in simplified genes

Total trials for one gene Number of trials × Number of sampling
method combinations = 1000× 21

Total FIM computation
for one gene

Number of sampling methods= 2

Total CPU time used by
brute-force simulation

∼ 52 minutes

Total CPU time used by
FIM based heuristic

< 1 second

trend in how this value changes with different cost combinations. Also, different gene struc-

tures have noticeable impact on the MLE accuracy, mostly due to the ability of sampling

techniques to distinguish isoforms from each other with different gene structures.

Not only can the FIM based heuristic correctly approximate how the performance

of MLE changes with regard to different sampling technique combinations, it is also able

to dramatically shorten the time of computation, as shown in Table 3.1. This is mainly

because while the computation of brute-force simulation depends heavily on the number

of reads being generated and the number of trials needed to obtain a relatively stable

estimation of Average
(
var(θ̂k)

)
, the core computation taken by the FIM based heuristic

is the evaluation of individual FIMs for the sampling techniques involved, which can be

efficiently computed using Algorithm 3, and then combined based on Equation 3.53 to

estimate Average
(
var(θ̂k)

)
under different cost combinations.
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3.8.2 Simulation on real genes

We present in this section the application of the FIM based heuristic on a real gene,

and compared the results to the ones obtained from direct simulations. We pick TCF7

again as a typical example gene with multiple isoforms. Similarly to our procedure in the

previous section, two sampling techniques, medium and short shotgun sequencing, are used

to generate reads from them, with a fixed total cost of $0.2, with 200 trials being conducted

for each cost combination. Two different sets of results are shown in Figure 3.7, one using

all the 96 possible isoforms deduced from its splicing graph, and the other just using its 10

known isoforms. As in the previous section, the results here show that the FIM estimation

of Average
(
var(θ̂k)

)
are close to the direct simulation results, and also correctly predicts

the trend in how this value changes with different cost combinations.

Figure 3.8 presents a more detailed simulation focusing on short paired-end reads. The

tolerance value reflects the expectation of the variance in insert size for such experiments:

a 0 value means that all the paired-end reads are expected to have exactly the same insert

size; the higher the tolerance is, the more relaxed are we on the insert size variation. As we

can see from this figure, the higher the tolerance, the larger Average
(
var(θ̂k)

)
becomes,

corresponding to a worse expected performance of MLE. This can be explained by the

fact that a higher tolerance makes the sampling method less capable of distinguishing

highly similar isoforms from each other based on a single paired-end read (e.g. GeneA in

Figure 3.6A). The FIM based heuristic is again able to correctly depict the different trends

of MLE performance under different cost combinations and tolerance settings.

We also show the computation time used by brute-force simulation and FIM based

heuristic in Table 3.2. Note that the brute-force simulation is even more computational
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Figure 3.7. Simulation results on TCF7.
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Table 3.2. Total time used by brute-force simulation vs. FIM based heuristic to estimate

Average
(
var(θ̂k)

)
in TCF7

Total trials for one gene Number of trials × Number of sampling
method combinations = 200× 21

Total FIM computation
for one gene

Number of sampling methods= 2

Total CPU time used by
brute-force simulation

∼ 10.6 hours

Total CPU time used by
FIM based heuristic

< 1 second

consuming, mainly because more isoforms are involved in the MLE process. Given the fact

that there exist more than 20000 genes in the human genome and that the simulation has to

be rerun for every new experiment to adjust its read counts, using the FIM based heuristic

instead for the purpose of estimating isoform quantification accuracy is obviously a more

computationally tractable choice.

3.9 Application to a worm dataset

We further apply our MLE solution to a worm dataset [29], which includes multiple

developmental stages, so as to compare the results on a same set of isoforms under different

conditions. The worm genome contains ∼ 20K genes, and the transcripts from each stage

are sequenced with ∼ 50M short Solexa reads.
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3.9.1 Comparison of isoform composition between stages

We first present the isoform quantification results on individual genes in two different

stages, early embryo (EE) and late embryo (LE), to briefly illustrate the fact that different

genes have different isoform composition differences between stages. Here we use the fol-

lowing formula to measure the difference in isoform composition of the same gene in two

different stages:

Diffgenei
(Θ(Stage1),Θ(Stage2)) =

∑K
k=1 (θ(Stage1)

k − θ(Stage2)
k )2

K
(3.60)

where K is the total number of isoforms in gene genei.
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Figure 3.9. Gene 14047 in two stages (Diff = 0).

Figure 3.9 and Figure 3.10 show two examples of zero and non-zero Diff values. The

reads are plotted below the isoforms, and the numbers associated with the isoforms are their

estimated relative abundances based on MLE. Furthermore, if we compute such values for

all the genes in these two stages, we can get a histogram of isoform composition differences

as illustrated in Figure 3.11, which characterizes the general isoform composition difference
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Figure 3.10. Gene 7649 in two stages (Diff = 0.42).

between stages.

3.9.2 The effect of different isoform sets on MLE result

We also investigate how different isoform sets (e.g. with a major/minor isoform missing,

with an additional “dummy” isoform) will affect the MLE result, especially in terms of the

maximized likelihood value. We pick gene 7649 as a base isoform set, using the same set of

reads and the per-read average maximized likelihood value LL to measure the goodness of

fitting:

LLgenei =
∑
r∈R

log
K∑
k=1

δr,kθkGr,k (3.61)

As we can see from Figure 3.12, Figure 3.13 and Figure 3.14, the LL value always

decreases when we modify the “true” isoform set in an unfavorable fashion. This shows

that the likelihood score is an effective metric for ranking isoform sets for a particular gene.
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Figure 3.12. Gene 7649: Leave out the dominant isoform.
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Figure 3.13. Gene 7649: Leave out a non-dominant isoform.
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Figure 3.14. Gene 7649: add a “dummy" isoform.

3.10 Conclusion and Discussion

In this chapter we explore the problem of integrating different sequencing techniques

to quantify the relative abundance of different isoform transcripts, which can be generalized

to the problem of estimating the distribution based on partial samples from different sam-

pling techniques. We first introduce a statistical framework to model the generative process

of the partial samples, using a “pluggable” function G to allow flexible incorporation of

different sampling characteristics, and then present the original problem as a maximum

likelihood estimation (MLE) problem, with an iterative solution based on expectation max-

imization, which guarantees a local optimal answer. This provides a solution to the question

of estimating a distribution based on partial samples.

In order to further investigate the problem involving partial samples, we introduce a

heuristic based on the Fisher information matrix (FIM) to estimate the variance of the

previously presented MLE solution. Also, in order to accelerate the computation of this

measurement, we introduce the concept of equivalent partial samples and develop a fast
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algorithm, Algorithm 3, to accurately calculate FIM, achieving a speedup of ∼ 500 times

compared to the brute-force method. Simulation results on both hypothetical and real

gene models also show that our FIM-based heuristic gives a good approximation to the

value of Average
(
var(θ̂k)

)
, and accurately predicts the numeric order of this value under

different conditions. With this metric, we are also able to demonstrate examples of how

to efficiently find low-cost combinations of different sampling techniques to best estimate

the isoform compositions in RNA-seq experiments. Although we are only using individual

genes as examples, once we have good assumptions of expression levels of different genes,

this procedure can be generalized to all the genes for the low-cost design of actual whole

genome RNA-seq experiments.

What is more, by applying the MLE method to a worm RNA-seq dataset, we illustrate

how we can compare the differential isoform composition between different developmental

stages, and how different isoform sets (e.g. with a major/minor isoform missing, with an

additional ‘dummy” isoform) will affect the MLE result, especially in terms of the maximized

likelihood value, showing that the likelihood score is an effective tool for ranking the “fitness”

of isoform sets for a particular gene.

3.10.1 Using more complex G function in Algorithm 3

The sequencing technology being used in an RNA-seq experiment is usually more com-

plicated than the simplified G function described in Definition 12, which assumes equal

sample-length and uniform generative probability. In reality, a typical G usually involves

reads with different lengths within a certain range, and also biased sample generation prob-

ability at different locations of a full-length isoform. Although once such a G is defined, our

MLE solution can treat it in the same way as it does for simplified versions, Algorithm 3
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no longer works “out of the box” due to its dependency on Definition 12 to find equiva-

lent partial samples. We discuss briefly in this subsection on how to handle more complex

features.

When the assumption of uniform sample generation still holds, it is straightforward

to handle samples with different lengths in FIM computation. We can treat one sampling

method as a combination of multiple simplified methods as in Definition 12, with different

sample lengths {l1, · · · , lL}:

I(m)(Θ)p,q =
lL∑
l=l1

Prm{length(s) = l}I(ml)(Θ)p,q (3.62)

=
lL∑
l=l1

Prm{length(s) = l}

−∂2 log
∑K

k=1 δsl,kθkG
(m,l)
sl,k

∂θp∂θq

 (3.63)

where Prm{length(s) = l} represents the probability of generating a sample with length l

in sampling method Sampm, sl is a sample with length l, and G(m,l)
sl,k

is the simplified sample

generation probability as in Definition 12, with sample length l.

In the case of non-uniform sample generation along the isoform, if G(m)
s,k is a step

function (piece-wise constant function) for sample s along isoform Ik, we will still be able

to find equivalent sample sets as described in Definition 11, based on both the isoform

structures and the intervals in G. If, however, very few such constant components exist in

G, we will need to relax the definition of equivalent partial samples to satisfying δs1,k = δs2,k

only. With this relaxed definition, we can find samples Seq with equivalent structural

similarities to all the isoforms. In this case, if the isoforms contain regions where any s1

and s2 from it satisfy G
(m)
s1,k

= cs1,s2 · G
(m)
s2,k

with a constant cs1,s2 for all k, we still have
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I
(m)
s1 (Θ)p,q = I

(m)
s2 (Θ)p,q according to Equation 3.58, and the I(m) can thus be efficiently

computed using a variant of Algorithm 3 by combining the compution for such equivalent

partial samples. For more complex G functions, however, approximation algorithms may

have to be introduced for fast computation of I(m).
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Chapter 4

Optimal Low Cost Integration of

Sampling Techniques in

Re-sequencing

4.1 Introduction

The human genome is comprised of approximately 6 billion nucleotides on two pairs

of 23 chromosomes. Variations between individuals are comprised of ∼ 6 million single

nucleotide polymorphisms (SNPs) and ∼ 1000 relatively large structural variants (SVs) of

∼ 3kb or larger and many more smaller SVs are responsible for the phenotypic variation

among individuals [28, 40]. Most of these large SVs are due to genomic rearrangements

(e.g. duplication and deletion), and a few others contain novel sequences that are not

present in the reference genome [45]. The goal of personal genomics is to determine all

80
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these genetic differences between individuals and to understand how these contribute to

phenotypic differences in individuals.

Making personal genomics almost a reality over the past decade, the development of

high throughput sequencing technologies has enabled the sequencing of individual genomes

[45, 81]. In 2007, Levy et al. reported the sequencing of an individuals genome based

on Sanger [70] whole-genome shotgun sequencing, followed by de novo assembly strategies.

[81] presented another individuals genome sequence constructed from 454 sequencing reads

[51] and comparative genome assembly methods. In the mean time, other new sequencing

technologies such as Solexa/Illumina sequencing [5] have become available for individual

genome sequencing with corresponding, specially-designed sequence assembly algorithm de-

signed [16, 80, 10, 84, 62].

These projects and algorithms, however, mostly relied on a single sequencing technology

to perform individual re-sequencing and thus did not take full advantage of all the existing

experimental technologies. Table 4.1 gives a summary of the characteristics of several

technologies in comparative individual genome sequencing. At one extreme, performing

long Sanger sequencing with a very deep coverage will lead to excellent results at high cost.

In another, performing only the inexpensive and short Illumina sequencing may generate

good and cost-efficient results in SNP detection, but will not be able to either unambiguously

locate some of the SVs in repetitive genomic regions or fully reconstruct many of the large

SVs. Moreover, array technologies such as the SNP array [28] and the CGH array at different

resolutions [58, 74, 75, 56] can also be utilized to identify the SVs: the SNP arrays can detect

SNPs directly, and the CGH array is able to detect kilobase-(kb) to megabase-(mb) sized

copy number variants (CNV) [66], which can be integrated into the sequencing-based SV

analysis. It is thus advantageous to consider optimally combining all these experimental
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techniques into the individual genome re-sequencing framework and to design experiment

protocols and computational algorithms accordingly.

Due to the existence of reference genome assemblies [32, 77] and the high similarity

between an individuals genome and the reference [45], the identification of small SVs is rel-

atively straightforward in comparative re-sequencing with the analysis of single split-reads

covering small SVs. Meanwhile, although there exist algorithms to detect large SVs with

paired-end reads [40], the complete reconstruction of a large SV requires the integration of

reads spanning a wide region, often involving misleading reads from other locations of the

genome. If there were no repeats or duplications in the human genome, the reconstruction

of such large SVs would be trivially accomplished by the de novo assembly with a high

coverage of inexpensive short reads around these regions. With the existence of repeats

and duplications in the human genome, however, a set of longer reads will be required to

accurately locate some of these SVs in repetitive regions, and a hybrid re-sequencing strat-

egy with both comparative and de novo approaches will be necessary to identify genomic

rearrangement events such as deletions and translocations, and also to reconstruct large

novel insertions in individuals. Such steps are thus much harder than the others, and will

be the main focus of this paper.

Here we present a toolbox and some representative case studies on how to optimally

combine the different experimental technologies in the individual genome re-sequencing

project, especially in reconstructing large SVs, so as to achieve accurate and economical

sequencing [18]. An ‘optimal experimental design should be an intelligent combination of the

long, medium, and short sequencing technologies and also some array technologies such as

CGH. Some of the previous genome sequencing projects [12, 25] have already incorporated

such hybrid approaches using both long and medium reads, although the general problem
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Table 4.1. Characteristics of different sequencing/array technologies in comparative individ-
ual genome sequencing

Long Se-
quencing

Medium
Sequenc-
ing

Short Se-
quencing

CGH
array

Read length
(bases)

∼ 800 ∼ 250 ∼ 30 Tiling
step size:
∼ 85bp

Approximate
cost per base
($)

∼ 1E − 3 ∼ 7E − 5 ∼ 7E − 6 ∼ 3E−7 per
array

Error rate per
base

0.001 −
0.002%

0.3− 0.5% 0.2− 0.6% N/A (de-
tecting
signals
rather than
sequences)

Major error
type

Substitution
errors

Insertion
/ deletion
errors (usu-
ally caused
by homo-
polymers)

All error
types

Array-
specific er-
rors (cross-
hybridization
effects)

Characteristics
in compara-
tive individual
genome se-
quencing

Single
reads

Identify
small /
medium
SVs; lo-
calize SVs
close to
highly rep-
resented
genomic
regions

Identify
small SVs;
localize SVs
in highly
represented
∼ 100mers

Identify
SNPs; lo-
calize SNPs
in lowly
represented
genomic
regions

Detect large
CNVs with
relatively
low res-
olution;
relatively
cheaper
than cur-
rent se-
quencing
technologies

Paired-
end
reads

Detect large
Indels with
relatively
low res-
olution;
provide
extra infor-
mation to
localize SVs

Detect large
Indels with
relatively
low res-
olution;
provide
extra infor-
mation to
localize SVs

Link distant
SNPs for
haplotype
phasing
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of optimal experimental design has not yet been systematically studied. While it is obvious

that combining technologies is advantageous, we want to quantitatively show the potential

savings based on different integration strategies. Also, since the technologies are constantly

developing, it will be useful to have a general and flexible approach to predict the outcome

of integrating different technologies, including the new ones coming in the future.

In the following sections, we will first briefly describe a schematic comparative genome

re-sequencing framework, focusing on the intrinsically most challenging steps of reconstruct-

ing large SVs, and then use a set of semi-realistic simulations of these representative steps

to optimize the integrated experimental design. Since full simulations are computation-

ally intractable for such steps in the large parameter space of combinations of different

technologies, the simulations are carried out in a framework that can combine the real ge-

nomic data with analytical approximations of the sequencing and assembly process. Also,

this simulation framework is capable of incorporating new technologies as well as adjusting

the parameters for existing ones, and can provide informative guidelines to optimal re-

sequencing strategies as the characteristics and cost-structures of such technologies evolve,

when combining them becomes a more important concern. The simulation framework is

downloadable as a general toolbox to guide optimal re-sequencing as technology constantly

advances.

4.2 Results

We first briefly describe in the following subsection a systematic genome assembly

strategy for the different types of sequencing reads and array signals, which is an integration

of different sequence assembly and tiling array data analysis algorithms. With the most
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difficult steps in the assembly strategy, i.e. the reconstructions of large SVs, discussed in

detail and the performance metric for such large SV reconstruction defined, we then present

a semi-realistic sequencing simulation framework, which can guide the optimal experimental

design, and show the results of simulations in the reconstruction of two types of large SVs.

4.2.1 Schematic genome assembly strategy

The hybrid genome assembly strategy incorporates both comparative [61] and de novo

methods. On one hand, most of the assembly can be done against the reference, and it will

be unnecessary to perform a computationally intensive whole genome de novo assembly.

Comparative approaches will be capable of identifying small SVs and large rearrangement

events. On the other hand, de novo assembly will sometimes still be useful in reconstructing

regions with large and novel SVs.

Figure 4.1 shows the schematic steps of SV reconstruction in the context of the genome

sequencing/assembly process. The data from different sequencing/array experiments can

be processed in the following way: As shown in Figure 4.1A-B, with errors corrected [57]

and short reads combined into ‘unipaths [10], all the reads (long/medium/short) from the

individuals genome can be mapped back to the reference genome. In Figure 4.1C, the SNPs

can then be identified immediately based on the reads with single best matches, and the

boundaries of deletions or small insertions will be detected by such reads as well (allowing

gaps in alignment). Meanwhile, haplotype islands can also be extracted based on the paired-

end information [45, 49, 3] and the prior knowledge of the population haplotype patterns

revealed by previous work [31].

Further analysis of the single/paired-end reads are required to reconstruct the large SVs
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Figure 4.1. Schematic strategy of genome sequencing/assembly.
The orange line represents the target individual genome, the red bars stand for the SNPs
and small SVs compared to the reference, and the green region represents a large SV. A)

Generated reads can be viewed as various partial observations of the target genome
sequence. B) The red and green regions stand for the mismatches/gaps in the mapping
results. C) The SNPs and small SVs can be inferred directly from the mapping results,
and haplotype phasing can also be performed after this step. D-E) Large SVs can be

detected and reconstructed based on the reads without consistent matches in the reference
genome. F) The final assembly is generated after all the small and large SVs are

identified.
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(Figure 4.1D-E), which are by nature more complicated than identifying small SVs. First

of all, locations of such SV events need to be detected by analyzing the split-reads (shown

in Figure 4.2A-B) that cover their boundaries. Second, two distinct types of SVs need to

be handled separately: de novo assembly is required to reconstruct large novel insertions,

and comparative algorithms should be utilized to identify genomic rearrangement events

(e.g. segmental duplication/deletion). The homozygosity/heterozygosity of such SVs can

be determined based on the existence of the reads that map back to the corresponding

reference sequences.

Figure 4.2A-C show the overall process of de novo assembly for large novel insertions.

While the reconstruction of such regions mostly depends on the spanning-reads from the

new inserted sequence, misleading-reads from elsewhere in the genome can often hinder the

full reconstruction process. These reads usually comes from the highly represented regions

in the genome, which also exist in the insertion. In such cases, reads longer than such

regions and appropriate assembly strategies are needed to ensure the unambiguous and

correct assembly output. Paired-end reads with an appropriate gap size can also help the

unambiguous mapping of the reads inside novel insertions [40].

4.2.2 Defining a performance metric for large SV reconstructions

It is important for us to define a reasonable performance metric so that the re-sequencing

approach can be designed in such a way that its outcome will be optimized according to

that metric. For large SVs, the metric can be defined based on the alignment result of the

actual variant sequence and the inferred variant sequence. For a large SV due to genomic

rearrangements (e.g. deletion, duplication), it is natural to define its recovery rate as either

1 (detected) or 0 (missed). For a large novel insertion, on the other hand, we may want
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Figure 4.2. Schematic of the reconstruction of a novel insertion and rearrangement analysis.

The horizontal positions of the reads indicate the mapping locations, and the colors refer
to sequences from different genomic regions. A) The region A (L bases) has multiple

copies in the reference genome, and the region B has multiple copies in the target genome.
The novel sequence is inserted right after a copy of region A and contains a copy of region

B. B) Split-reads such as read 1 or 2 will be needed to detect the left boundary of the
insertion. ; spanning-reads 3-7 are the reads from the novel insertion region;

misleading-reads 8-9 are the reads from elsewhere in the target genome containing the
same sequence contents of region B. C) A possible set of resulting contigs after the

reconstruction process. The gap is due to the false extension of the first contig caused by
the misleading read 8. D) An example of rearrangement analysis.
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to take into account cases where the insertion is detected but its sequence content is not

reconstructed with full accuracy. Hence, we define the recovery rate of such a large novel

insertion as follows based on its reconstruction percentage:

RecontructionRateinsertion = 1−
mismatch(wflanking(SV ), wflanking(SVinf ))

size(SV )
(4.1)

, in which SV is the actual insertion (in simulations, it is already known; in reality, it

will need to be identified in a validation step), SVinf is the insertion sequence inferred by

the genome re-sequencing approach, mismatch returns the number of mismatches of two

aligned sequences, wflanking returns a sequence with its flanking sequences on both ends,

and size returns the size of a sequence. The purpose of introducing flanking sequences is

to take into account the accuracy of the predicted location of the SV.

4.2.3 Simulations of genome re-sequencing for optimal experimental de-

sign

Based on the schematic assembly strategy and the performance measure defined in

the previous sections, we can simulate the sequence assembly process in order to obtain an

optimal set of parameters for the design of the sequencing experiments (e.g. the amount of

long (Sanger), medium (454) and short (Illumina) reads, the amount of single and paired-

end reads) and the array experiments (e.g. the incorporation of CGH arrays) to achieve

the desired performance with a relatively low cost in the individual genome re-sequencing

project.
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Here we present the results of a set of simulation case studies on reconstructing large

SVs, which are in general much more challenging problems compared to the detection of

small SVs. In order to fully reconstruct a long novel insertion, for instance, one needs

to not only detect the insertion boundaries based on the split-reads, but also assemble

the insertion sequence from the spanning- and misleading-reads. For the identification of

genomic rearrangements such as deletion/translocations, one may also want to incorporate

array data to increase the confidence level of such analysis. The simulations described in

this section are based on large (∼ 10kb, ∼ 5Kb and ∼ 2Kb) novel insertions and deletions

discovered [45], and they perform semi-realistic whole genome assembly representative using

the sequence characteristics of both the NCBI reference genome [32] and the target HuRef

genome [45]. The sequencing/array technologies considered in these simulations are long,

medium and short sequencing methods and CGH arrays, as shown in Table 4.1. Paired-end

reads are also included in these simulations.

One major challenge in implementing these simulations is to design them in a compu-

tationally realistic way. Brute-force full simulations of whole-genome assembly in this case

would be unrealistic: thousands of possible combinations of different technologies will need

to be tested, and for each of these combinations hundreds of genome assembly simulations

need to be carried out to obtain the statistical distributions of their performance. Since a

full simulation of one round of whole-genome assembly will probably take hundreds of CPU

hours to finish, the full simulation to explore the full space of technology combinations will

then require hundreds of millions (∼ 108) of CPU hours, equivalent to ∼ 10 years with 1000

CPUs. We designed the simulations using analytical approximations of the whole-genome

assembly process in order for them to be both time and space efficient, and the gain in

efficiency is summarized in Table 4.2 and will be described in details later in the Materials
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Table 4.2. Time and space complexity of different simulation strategies on the reconstruction
of a large novel insertion

Variable Description Representative value
G Size of the genome 3E9bp
c Sequencing coverage 10x
I Size of the large novel insertion

of interest
1E4bp

r Average read length 50bp
m Average mapability values of

the sub-sequences in the novel
insertion

3

Simulation strategy Number of reads gener-
ated for the reconstruction
of a novel insertion

Time to compute read
overlaps

Whole genome sequencing +
hybrid (comparative + de
novo) assembly

O(G× c/r) (Need to first gen-
erate all the reads from the
whole genome and then per-
form selection)

O((Icm)2) (can be improved
by hashing the k-mers in the
reads)

Simulation utilizing pre-
computed mapability maps

O(Icm/r) (simulating the
reads based on the insertion
region and the mapability
maps)

O(Icm/r) (loss of accuracy
due to the simulated mislead-
ing reads)

Approximate reduction in
complexity (fold)

∼ 1E5 ∼ 1.5E7

and Methods section. We have also made this simulation framework publicly available as a

toolbox that can incorporate technology advancements as well as other SV regions.

4.2.3.1 Case study: large novel insertion reconstruction with shotgun reads of

different lengths

Figure 4.3 show the simulation results of the reconstruction of a large ( 10Kb) novel

insertion in the target individuals genome. Bear in mind that the numbers obtained are de-
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pendent on specific parameter settings of the sequencing technologies, which are summarized

in Table 4.1. Since these technologies are evolving very rapidly (with new advancements

coming out every month), these settings do not represent the current state of the art in these

technologies, but are sufficient for the purpose to illustrate how our simulation approach

can be used in experiment design and in combining technologies. Also, we are focusing on

the full reconstruction of large novel insertions, which would in general require a higher

sequencing coverage, thus a higher cost than the detection of small SVs or discovering

SNPs. In these figures, the performance measures are obtained by using different combi-

nations of long, medium and short single sequencings reads with a total cost of ∼ $7 on

this novel insertion (i.e. the reads covering this region cost ∼ $7). The total re-sequencing

budget is ∼ $2.1M if we scale the cost on this region to the whole genome with the same

sequencing depth. Please note again that this $2.1M is for illustrative purposes and does

not represent the practical current “street price”. The results show that the actual perfor-

mance, both average and worst-case, is heavily dependent on the coverage combination of

the different technologies. The optimal performance (both average and worst-case) of se-

quencing/assembly is achievable when the long reads have ∼ 0.05x coverage, medium reads

have ∼ 7x coverage, and short reads have ∼ 12x coverage (as Figure 4.3C shows, the worst-

case performance will decrease, i.e. the color becomes lighter, around the optimal point).

A different set of simulations (results not shown) with a total budget of ∼ $600K indicate

that the full reconstruction of this SV is still achievable in the optimal configuration, with

an average reconstruction rate of ∼ 0.61.

Our simulation here is focusing on the reconstruction of large novel SVs, and thus

depending on the actual characteristics of different sequencing technologies, the optimal

combination of these technologies obtained in this simulation may have a trade-off in the
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accuracy of detecting SNPs and small indels, i.e., the optimal mixed sequencing strategy

for the reconstruction of large novel SVs could lead to a low detection rate of smaller SV

events. In this particular example, however, our optimal combination would also guarantee

a high recovery rate of SNPs and small indels in the genome, according to the results of an

individual genome re-sequencing project described in [81], where ∼ 7.4x medium reads were

used to detect 3.3 million SNPs and 0.22 million indels. That is, if we focus on the optimal

output of large novel SV reconstruction when designing a mixed sequencing strategy, this

strategy will give us satisfying result in SNP and indel detection as well. It is also worth not-

ing that the long reads are statistically still useful in these simulations. In general, the long

reads are useful in two ways: 1) Long split-reads spanning the insertion boundary have a

better chance of being correctly mapped back to the reference, thus detecting the insertion.

2) Long spanning-reads will be especially useful during novel insertion reconstruction when

they cover highly repetitive regions that are longer than single medium/short reads. Fig-

ure 4.4 shows some typical worst-case simulation results with and without low-coverage long

reads using a same total budget. In these examples, mis-assembly around highly repetitive

regions is more likely to take place without the long reads.

4.2.3.2 Case study: large novel insertion reconstruction with shotgun and

paired-end reads

Similarly to Figure 4.3, Figure 4.5 shows the simulation results on the same insertion

as well as a ∼ 5Kb and a ∼ 2Kb novel insertion using a combination of single and paired-

end reads (medium paired-end reads with 3Kb inserts) with a total budget of ∼ $600K

(corresponding to ∼ $2 on the 10Kb novel insertion, ∼ $1 on the 5Kb insertion, and ∼ $0.4

on the 2Kb insertion). The optimal performance in reconstruction the ∼ 10Kb insertion, in
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Figure 4.3. Simulation results on the reconstruction of a large novel insertion.
The simulation results of the recovery rates of novel insertions when we combine long,
medium and short sequencing technologies with a fixed total cost and reconstruct a

∼ 10Kb novel insertion region previously identified in the HuRef genome compared to the
NCBI reference genome. The total cost is ∼ $7 on this novel insertion (i.e. the reads

covering this region cost ∼ $7), and the total re-sequencing budget is ∼ $2.1M if we scale
the cost on this region to the whole genome with the same sequencing depth. A) The

triangle plane corresponds to all the sequencing combinations whose total costs are fixed.
The colors on the plane indicate the average recovery rates of the novel insertion with
different sequencing combinations, averaged over multiple trials of simulations. B) The

same triangle region as in Figure 4.3A, projected to the 2D space with two axes
representing the coverage of medium and short reads. The coverage of long reads is not
explicitly shown and changes with the values of the two other two, forming a same fixed
total cost as in A. C) The same type of figure as in Figure 4.3A, showing the worst-case

recovery rates on the insertion region with a fixed total sequencing cost.
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A) MM(10Kb Insertion + 1000bp up/down−stream, hg18, 30mer, 0 mismatch)

B) Typical worst−case reconstruction result w/o long reads

C) Typical worst−case reconstruction result w/ long reads

Figure 4.4. MM values and worst case reconstruction examples of a 10Kb novel insertion.
A) Mapability values for all the 30mers of a ∼ 10Kb novel insertion (Variant ID in Huref:

1104685256488, with 1000 flanking sequences): MM(flanking1000bp(Ins), Ghg18, 30, 0).
The insertion region is shown in blue. B) and C) show the simulation results in

reconstructing this region with a same total budget of ∼ $7. The solid blue lines are the
assembled contigs that can be localized back to this insertion, with solid red lines for the
parts that do not match due to mis-assembly. The dotted blue lines are the contigs that

cannot be localized back to this insertion, with the dotted red lines representing the parts
that do not match. B) Typical worst-case reconstruction result with ∼ 0x long reads, ∼ 7x
medium reads, and ∼ 17.5x short reads. C) Typical worst-case reconstruction result with

∼ 0.05x long reads, ∼ 7x medium reads, and ∼ 10x short reads.
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this case, is achieved when medium paired-end reads have ∼ 2.4x coverage, medium reads

have ∼ 0.24x coverage, and short read have ∼ 2.4x coverage, with an average reconstruction

rate of ∼ 0.8, which is significantly better than the results using the single reads only with

the same total budget. The reconstructions on the ∼ 5Kb and ∼ 2Kb insertions also

reach their optimal performance with a similar configuration, although their overall mean

and worst-case performance differ from each other, due to the different sizes and sequence

characteristics of these large novel insertions.

4.2.3.3 Case study: large novel insertion reconstruction with paired-end reads

using different insert sizes

We also carried out simulations on reconstructing these novel insertion regions (∼ 10Kb,

∼ 5Kb, ∼ 2Kb) using paired-end reads with different insert sizes (10Kb and 3Kb inserts

for medium paired-end reads, and 150b insert for short paired-end reads). Figure 4.6 shows

the simulation results using different combinations of these technologies. In general, the

results indicate that a low sequencing coverage of medium paired-end reads (which takes

up a large fraction of the total budget due to its relatively high per-base cost) with large

inserts (10Kb in this case) and a high coverage of short paired-end reads with small inserts

would be optimal for the best reconstruction performance of such novel insertions.

4.2.3.4 Case study on CNV analysis

The second simulation focuses on the identification of genomic rearrangement events,

such as deletions and translocations. CNV analysis can be used for this purpose and in

this section we simulate its results based on the read-depth and signal intensity analysis of
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Figure 4.5. Simulation results on the reconstruction of large novel insertions using paired-
end reads.
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Figure 4.6. Simulation results on the reconstruction of large novel insertions using paired-
end reads with different insert sizes.
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sequencing and CGH array data. Figure 4.7 shows the simulation results of such analysis

on a large (∼ 18Kb) deletion in the target individuals genome. The analysis is based on

simulated short sequence reads at different coverage, and also on simulated CGH array data

with different noise levels. The log-ratio of the posterior probabilities of the deletion (as

opposed to translocation) event is computed for each dataset, and used as an indicator of the

confidence in determining the deletion event based on that dataset. As shown in the boxplot

in Fig. 6, the confidence offered by the CGH arrays is comparable to that offered by the

sequencing data with ∼ 16x coverage. While ∼ 16x coverage of short read sequencing costs

∼ $0.3M, using CGH data in this case has the advantage of achieving satisfying performance

(as shown in this simulation and [45, 41] in a much more inexpensive way (∼ $1000 per

array).

4.2.4 Implementation and Availability

In order to be adaptive to the fast development of the experimental technologies in

personal genomics, our simulation framework is modularized in such a way that it is capable

of incorporating new technologies as well as adjusting the parameters for the existing ones.

Also, this approach relies on the general concept of mapability data, and can be easily

applied to any representative SV for similar analysis. We envision that in the future, more

experimental technologies can be incorporated into this sequencing/assembly simulation and

the results of such simulations can provide informative guidelines for the actual experimental

design to achieve optimal assembly performance at relatively low costs. With this purpose,

we have made this simulation framework downloadable at http://archive.gersteinlab.

org/proj/ReSeqSim/ as a general toolbox that can be either used directly or extended

easily.

http://archive.gersteinlab.org/proj/ReSeqSim/
http://archive.gersteinlab.org/proj/ReSeqSim/


CHAPTER 4. OPTIMAL LOW COST INTEGRATION OF SAMPLING
TECHNIQUES IN RE-SEQUENCING 100

CNV analysis based on sequencing/CGH-array data 

based on sequencing data 
based on CGH-array data 

Read coverage (x)              relative noise in arrays 

0 
   

   
   

   
   

20
00

   
   

   
  4

00
0 

   
   

   
   

60
00

 

1x      2x      4x      8x     16x    32x   0.05    0.1     0.2 

C
on

fid
en

ce
(D

ele
tio

n|
da

ta
) 

Figure 4.7. Simulation results on rearrangement and CNV analysis.
Boxplot of the CNV analysis simulation results of a large (∼ 18Kb) deletion in the target
individuals genome. The values on the x-axis correspond to different sequencing coverage

and relative noise level in the CGH arrays. The value on the y-axis indicates the
confidence of using different datasets to determine that a deletion event takes place

instead of a translocation event.



CHAPTER 4. OPTIMAL LOW COST INTEGRATION OF SAMPLING
TECHNIQUES IN RE-SEQUENCING 101

4.3 Methods

4.3.1 The data and parameters used in the simulation

The NCBI assembly v36 [32] and the HuRef assembly [45] were used as reference and

target genomes, respectively. Three sequencing technologies, long (Sanger), medium (454),

and short (Illumina) sequencing, were considered with the characteristics summarized in

Table 4.1. We also assumed that the per-base sequencing error rate increases linearly from

the start to the end of a read similar to ReadSim [73], and assigned error types (insertion,

deletion or substitution) randomly according to the characteristics of the sequencing tech-

nique used [51, 5, 73]. The novel SVs used in the novel insertion reconstruction simulation

are ∼ 10Kb, ∼ 5Kb and ∼ 2Kb insertion sequences in the HuRef genome [45] with variant

IDs 1104685256488, 1104685222085 and 1104685613186, respectively. The deletion used in

the CNV analysis simulation is a ∼ 18Kb sequence in the HuRef genome with variant ID

1104685125828.

4.3.2 The simulation of the sequencing/assembly of large novel insertions

Since we would be testing thousands of possible combinations of the long, medium

and short sequencing technologies, it would be unrealistic (both time and space consuming)

to generate for each combination all the reads from the whole target genome and then

apply any existing assembler to these reads. We decided to semi-realistically simulate the

assembly process of large novel insertions to achieve relatively accurate estimates in an

affordable amount of time. Several difficulties need to be addressed by such a simulation:

1) One of the most time-consuming step in a real assembler is the read overlap-layout step.
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2) The whole-genome sequencing experiment introduces large numbers of misleading reads

that are partially similar to the reads from the targeted genomic region, which would require

a huge storage space in a real assembly process.

4.3.2.1 The mapability data

In order to both accelerate the simulation of the overlap-layout step and simulate

the whole-genome sequencing setting in a space-efficient manner, we pre-computed the

mapability [69] values of all the possible sub-sequences in the reads from the inserted region.

The mapability value of a sequence is the number of times this particular sequence (allowing

the specified number of mismatches) appears in a genome, defined below:

Definition 13 (Mapability). For a given genome G and a given sequence s, the mapability

function M(s,G,m) is defined as the total number of occurrences of the elements in S in G,

where S = {s′|mismatch(s, s′) ≤ m}. For simplicity, we let M(s,G) = M(s,G, 0), which is

the extract occurrences of s in G.

The following lemmas are obvious:

Lemma 4. Given a genome G and two sequences s and s′, if s contains s′, then M(s,G) ≤

M(s′, G). M(s,G) = M(s′, G) if and only if all the occurrences of s′ in G are within

sequence s. An intuitive interpretation of this lemma is that if a sequence s contains s′,

then s must occur at most the same number of times as s′ in a genome.

Lemma 5. Given a genome G, a sequence s, and two non-negative integers m, m′, if

m > m′, then M(s,G,m) ≥ M(s,G,m′). This lemma states that for any given sequence,

its mapability value in a genome never decreases with an increasing mismatch threshold.
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Definition 14 (Mapability Map). For a given genome G and a given sequence s, the

k-mapability map MM(s,G, k,m) of s with respect to G is a vector sequentially con-

taining the mapability values of all the k-mers in s with a tolerance of m mismatches:

MM(s,G, k,m) = [M(sub(s, 0, k), G,m),M(sub(s, 1, k + 1), G,m), · · · ], where sub(s, a, b)

returns the sub-sequence of s from a to b − 1 (0-based index). For simplicity, we let

MM(s,G, k) = MM(s,G, k, 0), which counts exact occurrence only.

According to the above definition, MM(s,G, k,m) can be viewed as a set of mapability

values of all the length-k sub-sequences in s allowing no more than m mismatches.

4.3.2.2 Generation of the split-/spanning-reads and computation of the mapa-

bility maps

First, all the reads from the target insertion region are generated (Figure 4.8E) based

on the same setting of the long, medium and short sequencing coverages as in the problem

being simulated (Figure 4.8A-B). Second, as shown in Figure 4.8D, in order to take into

account the effects of the same/similar/misleading-reads from elsewhere in the genome in a

whole-genome sequencing experiment, we computed the mapability maps MM(s,G, k,m) of

the insertion region s (the ∼ 10Kb insertion sequence with its 1Kb up/down-stream flanking

sequences), where G = NCBI reference genome, HuRef target genome; k = 25, 26, · · · , 800;

m = 0, 2. For computational efficiency, the “mismatch” function is currently implemented

to take into account only the nucleotide mismatches of two sequences with the same length.

On one hand, it would be more realistic to include indel mismatches as well to represent

such sequencing errors. On the other hand, we would expect that in practice most of such

sequencing errors will be corrected in a preprocessing step [57].
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Figure 4.8. The simulation of novel insertion reconstruction.
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The generated reads that align to the same genomic starting locations are grouped

together and the per-position error statistics are computed, resulting in a set of read-groups

that starts from different locations with their position-specific error statistics computed.

These read-groups are then further combined in the de novo reconstruction process describe

below.

4.3.2.3 Simulation of same/similar/misleading-reads in de novo reconstruction

Additional reads (same, similar and misleading) are introduced (Figure 4.8E) to sim-

ulate the effects of the whole genome sequencing in Figure 4.8A-B. The reads originating

from the insertion region and the additional reads are then combined into contigs based

on a heuristic read extension algorithm. This is a partial simulation of the overlap-layout-

consensus/read-extension/unipath-finding step in the de novo assembly process [16, 10, 77,

4], where the current contig is extended based on the information of the reads that overlap

with its end. The extension is only performed when there is either an unambiguous exten-

sion supported by all the overlapping reads, or when there is a sufficiently large set of reads

with the longest overlap that supports the same extension.

In order to simulate such a process in a whole-genome sequencing setting, the ma-

pability data are again utilized, as illustrated in Figure 4.8D-E. For a highly represented

region r in the insertion, its corresponding same/similar reads from elsewhere in the target

genome are generated based on the pre-computed M(r, TargetG, 0) and M(r, TargetG, 2)−

M(r, TargetG, 0) (the maximal allowed mismatch of 2 corresponds to ∼ 6% or lower dif-

ference between two short reads). The number of such reads are randomly generated based

on the mapability values of r, the sequencing coverage, and the distribution P (n, r) of the

number of reads (n) exactly covering a region with the same size of r, which can be either
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empirically generated based on the previously simulated reads from the inserted region, or

constructed based on a theoretical Poisson distribution representing a uniform sequencing

process.

The misleading-reads are generated in the following way: for a contig c and a read r

that overlaps it, denote the overlapping sequence with s, then according to Lemma 4, the

unambiguous extension of c based on read r is guaranteed if and only if M(s, TargetG) =

M(r, TargetG), which means that the sequence s is always within sequence r in the target

genome. When M(s, TargetG) > M(r, TargetG), we introduce the misleading reads based

on M(s, TargetG)−M(r, TargetG) and P (n, r).

For computational efficiency, we also developed a simplified assembler module to as-

semble all the generated reads. As illustrated in Figure 4.9, this assembler estimates the

overlaps between different reads based on their locations and the corresponding mapability

values. It extends a contig by the best overlapping reads with the most supported exten-

sion, and simulates the effect of the misleading-reads in the following way: If r is from a

paired-end read whose other end r′ satisfies M(r′, RefG) = 1, we assign high confidence to

r and always extend with its sequence. Otherwise, if the estimated number of misleading

reads are significantly lower than the number reads supporting read r (e.g. by 2-fold), the

correct extension is selected. Otherwise, if the misleading reads are over-represented, the

misleading extension is chosen and the extended sequence will be different from what is in

the actual inserted sequence. The longest common extension supported by all the reads is

appended to c if neither type of reads significantly out-numbers the other. The sequencing

error statistics at each position are updated accordingly in this procedure.
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4.3.2.4 Computing the reconstruction rate of the combined result

The de novo extensions are performed by the simplified assembler described above

from both ends of the insertion region, and the combined results are then compared to the

actual insertion to obtain the reconstruction rate of the target region, based on the metric

described in the Results section. The flanking sequences are taken into account to measure

the accuracy of boundary detection. If the de novo reconstruction result does not cover

the insertion boundaries, the reconstructed sequence cannot be localized in the reference

genome and the reconstruction rate is set to 0. Figure 4.8F shows example output contigs,

which contain small sequencing errors, a false extension error due to the misleading-reads

introduced by a highly represented region inside the insertion, and a gap due to both the

false extension and the low-coverage of sequencing in that particular region.

4.3.3 The simulation of CNV analysis

In this simulation, we assume that the boundaries of a large deletion event have already

been identified by sequence reads, and we are simulating the process of determining whether

this is a deletion or translocation event, based on the short reads alone or on the idealized

CGH data. The reads are generated in a similar fashion as described in the previous

section, without considering sequencing errors for simplicity. The idealized CGH signal of

a corresponding region r is defined as Gaussian variable with mean M(r, TargetG), and

noise/standard deviation = 0.05, 0.1, 0.2. For each dataset, the log-ratio of the posterior

probability of the deletion event is computed to represent the confidence level provided by

each dataset for determining that deletion. These confidence levels are computed according

the following formulas:
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Ri = sub(SV, i, i+ l) (4.2)

Nsignals = |size(SV )
l

| (4.3)

C = log10

Pr(Deletion)
Pr(NotDeletion)

(4.4)

Confidenceseq = log10

Pr(Deletion|reads)
Pr(NotDeletion|reads)

− C (4.5)

= log10 Pr(reads|Deletion)− log10 Pr(reads|NotDeletion) (4.6)

=
size(SV )∑
i=1

log10 PDF (4.7){
Poisson

(
(M(Ri, RefG)− 1)

covreads
l

)
, obs(Ri)

}
(4.8)

−
size(SV )∑
i=1

log10 PDF (4.9){
Poisson

(
M(Ri, RefG)

covreads
l

)
, obs(Ri)

}
(4.10)

Confidencearray = log10

Pr(Deletion|signals)
Pr(NotDeletion|signals)

− C (4.11)

=
Nsignals∑
i=1

log10 Pr {sig(Ril)|Deletion} (4.12)

−
Nsignals∑
i=1

log10 Pr {sig(Ril)|NotDeletion} (4.13)

=
Nsignals∑
i=1

log10 PDF (4.14){
Normal (M(Ri, RefG)− 1, noise) , sig(R(i−1)l+1)

}
(4.15)

−
Nsignals∑
i=1

log10 PDF (4.16){
Normal (M(Ri, RefG), noise) , sig(R(i−1)l+1)

}
(4.17)
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, where sub(s, a, b) returns the sub-sequence of s from a to b − 1 (1-based index), l is the

length of the short read, SV stands for the deleted region, covreads is the sequencing cover-

age, obs(r) is the number of observed reads that are the same as r, sig(r) is the normalized

CGH-array signal of probe r, PDF{D, v} is the probability density/mass function of the

distribution D at value v, and RefG/TargetG refers to the reference/target genome.

4.4 Discussion

The simulation results in the previous sections are based on three sequencing tech-

nologies and an idealized array technology, and assume a specific parameterization of their

characteristics and costs. Thus, the particular optimal solutions found may not be immedi-

ately applicable to a real individual genome re-sequencing project. However, these results

illustrate quantitatively how we can design and run simulations to obtain guidelines for

optimal experimental design in such projects.

Since our simulation approach is based on the general concept of mapability map and

comparative SV reconstruction instead of on a specific organism, it can also be adapted

to the comparative sequencing of a non-human genome with regard to a closely related

reference. In such a study, we can first construct an artificial target genome based on es-

timations of its divergence from the reference, and then compute the mapability maps of

those representative SVs as input to the simulation framework to find the optimal combi-

nation of technologies. Obviously, the closer the two genomes are, the more informative

the simulation result would be. In cases where it is hard to estimate the divergence of the

target genome from the reference, a two-step approach can be conducted: First, combined

sequencing experiments will be carried out using an optimal configuration obtained from
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the simulation based on the “best guess”, such as another closely related genome. Second,

by using the target genome constructed in the previous step, a new set of simulations can

be executed and their results can guide a second round of combined sequencing which can

provide a finer re-sequencing outcome when combined with the previous sequencing data.

Meanwhile, our simulation framework specifically focuses on the effects of misleading reads

in the SV reconstruction process, and it will be the most helpful in cases where the tar-

get and reference genome both have complex repetitive/duplicative sequence characteristics

which will introduce such reads.

In this chapter, we propose to optimally incorporate different experimental technologies

in the design of an individual genome-sequencing project, especially for the full reconstruc-

tion of large SVs, to achieve accurate output with relatively low costs. We first describe

a hybrid genome re-sequencing strategy for detecting SVs in the target genome, and then

propose how we can design the optimal combination of experiments for reconstructing large

SVs based on the results of semi-realistic simulations with different single and paired-end

reads. We also present several examples of such simulations, focusing on the reconstruction

of large novel insertions and confirmation of large deletions based on CNV analysis, which

are the most challenging steps in individual re-sequencing. The simulations for actual se-

quencing experimental design can integrate more technologies with different characteristics,

and also test the sequencing/assembly performance at different SV levels. By doing so, a set

of experiments based on various technologies can be integrated to best achieve the ultimate

goal of an individual genome re-sequencing project: accurately detecting all the nucleotide

and structural variants in the individuals genome in a cost-efficient way. Such information

will ultimately prove beneficial in understanding the genetic basis of phenotypic differences

in humans.



Chapter 5

Conclusion

In this thesis, we demonstrate that integrated analysis on partial samples from different

sampling techniques can improve the training and parameterization of statistical learning

models in bioinformatics, and also present methods and algorithms to efficiently find optimal

integration of different sampling techniques to get the best model training outcome with a

fixed total budget.

In the study of integrating tiling array and experimental validation data to solve a se-

quential labeling problem along the genome, we showed how we can use a supervised method

to systematically train a hidden Markov model based on these two types of deterministic

(in terms of sampling locations on the genome) partial samples, and use to model to provide

the corresponding transcriptional state sequence for the genome. We also investigated how

to select deterministic samples to be labeled in order to best improve the trained model,

and proposed to employ a MaxEntropy scheme as a measure for optimal sample selection.

Using this scheme, we can identify ahead of time all the locations on the genome to be

112
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sampled by the validation experiments, which is particularly desirable for time-consuming

validation experiments.

We then studied the scenario where the partial samples are no longer selected from

deterministic positions, but are generated randomly by the sampling technique (i.e. various

sequencing technologies). We generalized the problem of transcript isoform quantification

in RNA-seq experiments to a distribution estimation problem based on a set of different

types of partial samples, and presented an expectation maximization based solution to

the corresponding maximum likelihood estimation problem. Furthermore, we proposed

a Fisher information based heuristic to estimate the performance of our MLE solution,

and also introduced the concept of equivalent sample sets to develop a fast algorithm to

compute this value efficiently, achieving a speedup of ∼ 500 times compared to the brute-

force method. We also used both simulated and real data to demonstrate how such a

heuristic can be used to find optimal low-cost combinations of sampling techniques as well

as to estimate MLE performance.

Last but not least, we investigated the problem of individual genome re-sequencing

using sequencing reads as random partial samples, with complicated genome sequence char-

acteristics and sequence assembly algorithms which are unlikely to be accurately modeled

analytically, while also computationally intractable for large-scale simulations. We formu-

lated canonical problems that are representative of issues in this process, and introduced

the concept of mapability maps to develop a simulation toolbox that can efficiently handle

the inhomogeneous repeat-containing structure of the human genome and the computa-

tional complexity of practical assembly algorithms. This simulation framework is capable

of incorporating new technologies as well as adjusting the parameters for existing ones, and

can provide informative guidelines to optimal re-sequencing strategies as the characteris-
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tics and cost-structures of such technologies evolve, when combining them becomes a more

important concern.

We have identified a number of directions for future research on the integrated analysis

of partial samples, especially in the field of bioinformatics:

Incorporation of more accurate partial sampling models. With a better un-

derstanding of the sampling techniques based on the study of existing data, more accurate

models of the sampling process can be developed. Some of the partial sample integration

methods discussed in this thesis are developed with a generalized “pluggable” sampling

model, and can incorporate these new sampling models seamlessly. However, as discussed

in section 3, the algorithms for computing the performance heuristic will need to be revised

to utilize a relaxed definition of equivalent samples. What is more, the realistic modeling

of the partial sampling itself is a non-trivial task, and would require extensive data analysis

to distinguish general sampling characteristics from individual experiment artifacts.

Incorporation of domain-specific knowledge The partial samples are usually ob-

tained for a certain purpose. For example, the sequencing reads from RNA-seq experiments

are obtained because researchers want to use them to study the characteristics of genes and

their transcript isoforms. It is important for the corresponding statistical learning model to

take the relevant biological knowledge into account, particularly in a quantitative fashion.

Such knowledge can sometime be treated as prior knowledge and taken into account by a

Bayesian framework.

Integration of different types of sampling methods We have been mostly focusing

on the integration of the same type of sampling techniques (e.g. sequencing) with different

characteristics. However, as we have briefly mentioned in the case of combining tiling array
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and experimental validation data in Chapter 2, and also of combining sequencing and CGH

array data at the end of Chapter 4, it is sometimes necessary to consider integrating different

types of samples to answer certain biological questions, and training models based on such

heterogeneous samples is obviously a interesting problem worth investigating.
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